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Abstract

The paper presents a noninterleaving semantics for Communicating Sequential Processes introduced by Hoare and studied in many works. Concurrency is expressed explicitly in the introduced model. Furthermore, semantics of CSP-programs can be obtained by equations in the model. By relating the model to labelled event structures and Petri nets the relationship between CPS and the mentioned models is pointed out.
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1. Introduction

In 1978 C. A. R. Hoare introduced in [6] a language for distributed programming called Communicating Sequential Processes — in short CSP. Subsequently, this language has received a great deal of attention. As mentioned in [4], both ADA and OCCAM are based upon CSP.

Many models of semantics for CSP have been proposed. Among them we should mention Hoare's interleaving of strings [7, 8], Gostz's and Reisig's Petri nets with individual tokens [4], Janicki's semitraces [11], Hennessy's (et al.) operational model [5]. In the model of interleaving semantics concurrency is represented by the possibility of shuffling sequences of operations, and thus is not expressed in an explicit form. Furthermore, concurrency is not distinguishable from nondeterminism in this model. Janicki [11] has used Mazurskiewicz's traces to give semantics for CSP, in which concurrency can be distinguished from nondeterminism. The possibility of handling with traces as words makes analyzing properties of CSP-programs in Janicki's model as easy as in Hoare's model. However, as shown by him, traces cannot be used to give semantics for all CPS-programs. The notion of so-called semitraces was introduced by Janicki in order to describe the behaviour of all CPS-programs. Although his semitraces are powerful enough to describe the behaviour of CSP, they have a disadvantage that they cannot be represented by single words.

In our paper [8] we have developed the notion of Mazurkiewicz's traces to a new one based upon the notion of Starke's semiwords. This is the notion of labelled
traces. As pointed out in [8], labelled traces have the same advantage as and are more powerful than traces. They can describe the behaviour of concurrent systems modelled by bounded Petri nets, e.g. producer-consumer systems, while traces cannot.

In the present paper, with the same point of view as in Gorts and Reisig’s, Janikowski’s papers [4], [11], we construct a model of semantics for concurrent systems, more specifically, CSP by using labelled traces. The advantage of Mazurkiewicz’s model [14] is taken to this model. By relating the model to Starke’s one the relationship between CSP and finite event structures is pointed out. Combining with the results presented in [8], CSP are related to Petri nets as well.

In this paper the basic notion of Mazurkiewicz’s traces is used and understood as follows.

For a finite alphabet \( X \), \( X^* \) denotes the set of all finite strings over \( X \); \( \varepsilon \) denotes the empty word, a subset of \( X^* \) is called a language over \( X \); a reflexive and symmetric relation on \( X \) is called a dependency on \( X \). For a given dependency \( D \) on \( X \), let \( \equiv_D \) be the least congruence on \( X^* \) w.r.t. the concatenation of strings such that \( ab \equiv_D ba \) for all \( a, b \in X \) with \( (a, b) \in D \). Each equivalence class of \( \equiv_D \) is called a trace over \( D \), and a set of traces over \( D \) is called a trace language over \( D \).

The paper is organized as follows.

The second section presents a model of semantics for concurrent systems by introducing the notion of labelled traces. The third section is devoted to a study on labelled trace languages. The introduced model is related to other models in the fourth section. A noninterleaving semantics for CSP based upon labelled traces is presented in the fifth one.

### 2. Labelled trace languages

Let us consider the following problem (bounded buffer [6]):

Construct a buffering process \( X \) to smooth variations in the speed of output of portions by a producer process and input by a consumer process. The buffer should contain up to two portions.

A solution of the problem is represented by a 2-bounded Petri net as follows.
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Suppose that, at the begining, the buffer is empty so that only the action "in" of the producer can be executed for the first time. After that, the action "out" can occur the first time and the action "in" can occur the second time concurrently. However the first occurrence of "out" depends causally on the first occurrence of "in". Thus, actions "in" and "out" have different cases, and we should take them for atomic actions. For the sake of simplicity sets of atomic actions is assumed to be finite. From the 2-boundedness of the buffer process, every occurrence of one action is concurrent.
with not more than one occurrence of the other. Hence, we can use a dependency on a set of four elements to construct a set of labelled partial orderings for describing the behaviour of the above solution.

Basing on the above notice and the theory of Mazurkiewicz’s traces we introduce a new description of concurrent systems presented bellow.

All the notions introduced in this section have been presented in our paper [8] in detail. Here, for the aim of the paper we present them in a different form for the sake of convenience.

Let $X$ be a finite alphabet. A finite symmetric relation $D \subseteq (X \times \{1, 2, \ldots\}) \times (X \times \{1, 2, \ldots\})$ such that

a) $(a, i) \in \text{dom} (D) \Rightarrow (a, i) \in \text{dom} (D)$ for all $j \neq i$, and

b) $((a, j), (a, i)) \in D$ for all $(a, i), (a, j) \in \text{dom} (D)$ will be called a labelled dependency over $X$.

Let $D$ be a labelled dependency over $X$. Define $\equiv_D$ as the least congruence over $(\text{dom} (D))^*$ (w.r.t. the concatenation) such that $(a, j)(b, i) \equiv_D (b, i)(a, j)$ for all $(a, j), (b, i) \in \text{dom} (D)$ and $((a, j), (b, i)) \in D$. Each equivalence class of $\equiv_D$ will be called a labelled trace over the labelled dependency $D$, and a set of labelled traces over $D$ will be called a labelled trace language over $D$.

Like in the case of traces $[w]_D$ will denote the labelled trace generated by a string $w \in (\text{dom} (D))^*$, and $[L]_D$ will denote the labelled trace language generated by a language $L = \{w \in (\text{dom} (D))^* \mid w \in L\}$.

For $(a, i) \in \text{dom} (D), (a, i)$ will be called a case of $a$ in $D$ and we denote by $\neq (a, D)$ the number $\max \{i : (a, i) \text{ is a case of } a \text{ in } D\}$. Throughout this paper $l$ always denotes the projection from cases to their first component.

Remark 1. If we identify $X$ with $X \times \{1\}$, each dependency over $X$ (defined by Mazurkiewicz) is a labelled dependency over $X$. On the other hand each labelled dependency is a special dependency on $X \times \{1, 2, \ldots\}$. Thus, all the notions and results obtained in the theory of traces [1], [13], [14] can be applied to labelled traces and labelled trace languages. This means that we can handle with labelled traces as traces, and the advantage of traces and trace languages is taken to labelled traces and labelled trace languages. The only difference between traces and labelled traces is how the atomic actions are considered.

To show the difference between our notion and Mazurkiewicz’s one we consider the dependency graphs of labelled traces.

Definition 1. Let $D$ be a labelled dependency over $X, w \in (\text{dom} (D))^*$. A dependency graph of $w$ (over $D$) abbreviated a dep-graph of $w$ (over $D$) and denoted by $D(w)$, is a graph isomorphic to the node-labelled graph $(V, E, X, \beta)$, defined by:

- $V = \{1, 2, \ldots, n\}$ if $w = x_1x_2\ldots x_n$, $\beta (i) = l(x_i)$, and

- $E \subseteq V \times V$ is such that, for all $1 \leq i, j \leq n$, $(i, j) \in E$ if and only if $i < j$ and $(x_i, x_j) \in D$. 
For the sake of convenience by syre \((R)\) we denote the symmetrical and reflexive closure of a binary relation \(R\) on \(\text{dom} (R)\) throughout the paper.

Example 1. Let \(X=\{a, b, c, d\}\),
\[ D = \text{syre} (\{(a, 1), (b, 1)), ((b, 1), (b, 2)), ((b, 2), (d, 1)), ((c, 1), (d, 1)))\}, \]
\[ w = (a, 1)(b, 1)(b, 2)(c, 1)(c, 1)(d, 1). \]

\(D(w)\) has the following form:
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Notice that this node-labelled graph cannot be a dep-graph of any trace over any dependency on \(X\). The reason is that the occurrences of \(c\) depend on the first occurrence of \(b\), but are concurrent with the second occurrence of \(b\).

It can be seen from the theory of traces that
\[ w \equiv_D v \Rightarrow D(w) \cong D(v). \]

(Unlike in the case of dep-graphs of traces, the converse direction is not true!)

Hence, it is reasonable to define a \textit{dep-graph of a labelled trace} \(t\) over \(D\) as \(D(w)\) for any \(w \in t\). Not distinguishing labelled traces, dep-graphs of which are isomorphic, we define that labelled traces \(t\) and \(t'\) over \(D\) are \textit{isomorphic} iff \(D(t) \cong D(t')\), where \(D(u)\) denotes a dep-graph of a labelled trace \(u\) over \(D\).

Clearly, each dep-graph of a labelled trace is acyclic, and its transitive closure is a labelled partial ordering over \(X\), which will be called a \textit{labelled partial ordering generated or induced} by a labelled trace, and in which any pair of nodes with the same label is ordered. Hence, our notion is related to Starke's one of semiwords (see the section 4).

As mentioned in Remark 1, all the notions of traces are applied to labelled traces. Here we remention some of them, which are needed in the sequel. Let \(D\) be a labelled dependency over \(X\). The \textit{trace concatenation} and \textit{trace iteration} of labelled traces and labelled trace languages are defined by
\[ [x]_D[y]_D := [xy]_D \text{ for } x, y \in (\text{dom} (D))^*; \]
\[ UV := \{uv | u \in U, v \in V\} \text{ for labelled trace languages } U \text{ and } V \text{ over } D. \]

\[ U^* := \bigcup_{i=0}^\infty U^i, \quad U^0 = [s]_D, \quad U^{i+1} = U^iU, \quad i \geq 0, \text{ for a labelled trace language } U \text{ over } D. \]

The following lemma is needed for a purpose of constructing operations on labelled trace languages.
Lemma 1. Let $D$ and $D'$ be labelled dependencies on $X$, $h: (\text{dom}(D'))^* \rightarrow (\text{dom}(D))^*$ be a homomorphism satisfying:

a) $\forall x \in \text{dom}(D'): h(x) \in \text{dom}(D) \cup \{\varepsilon\}$,

b) $\forall x, y \in \text{dom}(D'): ((x, y) \in D' & h(x) \neq \varepsilon, h(y) \neq \varepsilon) \Rightarrow (h(x), h(y)) \in D$.

Then, for any labelled trace $u$ over $D'$, $w \in u$ we have

$$h(u) \subseteq [h(w)]_D.$$

Proof. Let $u$ be a labelled trace over $D'$ and $w \in u$. Since $h$ is a homomorphism, we have only to prove that if $w = w_1 x y w_2$, $w' = w_1 y x w_2$, $(x, y) \in D'$, then $h(w) \equiv h(w')$. But this is obvious from the specified property of $h$.

Hence, each mapping $h: (\text{dom}(D'))^* \rightarrow (\text{dom}(D))^*$ satisfying the condition of Lemma 1 can be considered as a homomorphism from a labelled trace language over $D'$ to a labelled trace language over $D$ as well.

We shall adopt Mazurkiewicz's denotation. Let $D$ be a labelled dependency over $X$.

$$A(D) := \{[a]_D : a \in \text{dom}(D)\},$$

$$T(D) := \{[w]_D : w \in (\text{dom}(D))^*\},$$

$$P(D) := 2^{T(D)}.$$ 

Having in mind our intended interpretation, elements of $A(D)$ will be called actioncases over $D$, those of $T(D)$ processes over $D$ and those of $P(D)$ activities over $D$. Actioncases $a$ and $b$ occur concurrently in a process $t$ if $t = t'[ab]t''$ where $(a, b) \in D$.

From Remark 1 and the definition of dep-graphs, if we identify $X$ with $X \times \{1\}$, and a word over $X$ with a trace over the dependency $D = (X \times \{1\}) \times (X \times \{1\})$ in the obvious way, we have that each word, each trace, and each labelled trace induce a labelled partial ordering over $X$. Let $W(X)$, $T(X)$ and $LT(X)$ denote classes of labelled partial orderings induced by words, traces, and labelled traces, respectively, on $X$. Clearly,

$$W(X) \subsetneq T(X) \subsetneq LT(X).$$

We have introduced cases of actions in order to expand the power of our model comparing to Mazurkiewicz's model of traces. Thus, from the intended meaning, we should not distinguish cases having the same effect in a labelled dependency. Therefore, only reduced labelled dependencies are considered. Formally, we introduce the following notions.

Definition 2. Let $D$ and $D'$ be labelled dependencies on $X$, $T$ and $T'$ labelled trace languages over $D$ and $D'$, resp.

(i) $D$ and $D'$ are said to be isomorphic, denoted by $D \cong D'$, if there exists a mapping $\phi$ from $\text{dom}(D)$ onto $\text{dom}(D')$ satisfying:

(ii) $\phi$ preserves cases of actions, i.e. if $x$ is a case of an action $a$, so is $\phi(x)$,

(ii) $\phi$ preserves the dependence, i.e. $(x, y) \in D$ iff $\phi(x), \phi(y) \in D'$.

(iii) $T$ and $T'$ are said to be isomorphic, denoted by $T \cong T'$, iff $\forall t \in T$, $\exists t' \in T'$ such that $D(t) \cong D(t')$ and vice versa.

Definition 3. Let $D$ be a labelled dependency on $X$.

(i) Cases $(a, i)$ and $(a, j)$ are said to be equivalent iff $\forall (b, k) \in \text{dom}(D)$:

$$(b, k), (a, i) \in D \Rightarrow ((b, k), (a, j)) \in D.$$
(ii) A labelled dependency $D'$ on $X$ is said to be a reduced version of $D$ iff $D$ and $D'$ are isomorphic and $D'$ is reduced, i.e. for $(a, i), (a, j) \in \text{dom}(D')$ with $i \neq j$, $(a, i)$ and $(a, j)$ are not equivalent.

**Proposition 1.** Every labelled dependency on $X$ has its reduced version.

**Proposition 2.** Let $D$ be a labelled dependency on $X$ and $T$ a labelled trace language over $D$. Assume that $D$ is isomorphic to $D'$ by an isomorphism $\varphi$. Then $T$ and $\varphi(T)$ are isomorphic.

The above propositions follow immediately from the definitions 2 and 3.

### 3. Operations on labelled trace languages (on activities)

In the previous section we have defined some operations on labelled trace languages over a given labelled dependency. Those operations have restricted applications, as pointed out by Janicki [11], since concurrency relations are fixed. To improve upon this shortcomings we define our operations corresponding to ones on concurrent processes from Milner's and Hoare's works [7], [15].

In the sequel, let $X$ be an alphabet, $D_1$ a labelled dependency over $X$, and let $t_i$ and $U_i$, respectively, be labelled traces and labelled trace languages over $D_1$, $i = 1, 2$.

a) **Sequential concatenation and concurrent composition.**

We intend to use the sequential concatenation to represent the fact that a process in $U_2$ starts only when a process in $U_1$ has terminated. By the concurrent composition, we shall represent a synchronization of processes corresponding to the synchronization mechanism introduced by Hoare [2], [7], Mazurkiewicz [14], and in our papers [8], [9], [10]. By this operation we want to construct a process $t$ from $t_1$ and $t_2$, which behaves like $t_1$ and $t_2$, progressing in parallel and simultaneously participating in actions having cases in $D_1$ and $D_2$.

Having in mind our attention, we define some operations on labelled dependencies as follows.

**Sequential composition** of $D_1$ and $D_2$, denoted by $S(D_1, D_2)$, is the labelled dependency:

$$S(D_1, D_2):= D_1 \cup \{(a, i + \#(a, D_1)), (b, j + \#(b, D_1)) | (a, i), (b, j) \in D_2\} \cup$$

$$\cup \text{syre}\{((a, i), (b, j + \#(b, D_1))) | (a, i) \in \text{dom}(D_1), (b, j) \in \text{dom}(D_2)\}.$$

Together with $S(D_1, D_2)$ a mapping $s$ from $T(D_2)$ to $T(S(D_1, D_2))$ is defined by $s((a, i)) = (a, i + \#(a, D_1))$.

The definition of $s$ is reasonable by Lemma 1.

**Concurrent composition** of $D_1$ and $D_2$, denoted by $C(D_1, D_2)$ is a labelled dependency defined as follows. Let $Y = l(\text{dom}(D_1)) \cap l(\text{dom}(D_2))$ be the set of actions having cases in both $D_1$ and $D_2$. Then,

$$\text{dom}(C(D_1, D_2)) := \{x | x \in \text{dom}(D_1) \cup \text{dom}(D_2) \& l(x) \in Y\} \cup$$

$$\cup \{(a, i) | a \in Y \& i \equiv \#(a, D_1) \cdot \#(a, D_2)\}.$$
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For two positive integers \( m, n \) let \( \text{en}(n, m) \) and \( \text{rem}(n, m) \) stand for the quotient and remainder of dividing \( n \) by \( m \). For \( i = 1, 2 \), define mappings

\[
h_i : \text{dom}(C(D_i, D_2)) \to \text{dom}(D_i) \cup \{e\}
\]
as follows.

For \( a \in Y \), \( i = 1, 2 \),

\[
h_i((a, j)) = \begin{cases} (a, j) & \text{if } (a, j) \in \text{dom}(D_i), \\
e & \text{otherwise}; \end{cases}
\]

for \( a \in Y \)

\[
h_1((a, j)) = (a, \text{rem}(j - 1, \#(a, D_i)) + 1),
\]

\[
h_2((a, j)) = (a, \text{en}(j - 1, \#(a, D_i)) + 1).
\]

Now, \( C(D_1, D_2) \) is defined by

\[
C(D_1, D_2) = \{(x, y) \mid \text{there exists an } i \in \{1, 2\} \text{ such that } (h_i(x), h_i(y)) \in D_i\}.
\]

Since \( h_1 \) and \( h_2 \) satisfy the condition of Lemma 1, \( h_1 \) and \( h_2 \) can be extended to homomorphisms from \( T(C(D_1, D_2)) \) to \( T(D_1) \) and \( T(D_2) \) respectively. \( h_1 \) and \( h_2 \) will be called the projections associated with \( C(D_1, D_2) \).

Now, we are ready to define our operations on labelled trace languages.

**Definition 4.**

(i) The sequential concatenation \( U_1 \circ U_2 \) of \( U_1 \) and \( U_2 \) is a labelled trace over \( S(D_1, D_2) \) defined by \( U_1 \circ U_2 = U_1 \ast s(U_2) \), where \( U_1 \) is considered as a labelled trace language over \( S(D_1, D_2) \) and the trace concatenation in the right side is for labelled trace languages over \( S(D_1, D_2) \).

(ii) The concurrent composition \( U_1 \parallel U_2 \) of \( U_1 \) and \( U_2 \) is a labelled trace language over \( C(D_1, D_2) \) defined by:

\[
U_1 \parallel U_2 = \{t \in T(C(D_1, D_2)) \mid h_1(t) \in U_1, h_2(t) \in U_2\}.
\]

(iii) Sequential iteration (iteration for short) of \( U_1 \), denoted by \( U_1^\circ \), is defined by

\[
U_1^\circ = \{(U_1 - \{[e]_{D_1}\}) \circ (U_1 - \{[e]_{D_1}\})^* (U_1 \cup \{[e]_{S(D_1, D_2)}\})\}
\]

where \( U_1 \cup \{[e]_{S(D_1, D_2)}\} \) is considered as a labelled trace language over \( S(D_1, D_2) \), and the trace iteration and trace concatenation are for labelled trace languages over \( S(D_1, D_1) \).

When \( U_1 \) and \( U_2 \) contain a single element, say \( U_1 = \{t_1\} \), \( U_2 = \{t_2\} \), we write \( t_1 \circ t_2 \), \( t_1 \parallel t_2 \) instead of \( \{t_1\} \circ \{t_2\} \), \( \{t_1\} \parallel \{t_2\} \) resp.

**Example 2.**

(i) Let \( D_1 = \text{syre} \{(((a, 1), (b, 1)))\} \),

\[
U_1 = \text{[pref } ((b, 1)(a, 1))^*]_{D_1},
\]

\[
D_2 = \text{syre} \{(((b, 1), (c, 1))), ((b, 2), (c, 2)), ((b, 1), (b, 2)), ((c, 1), (c, 2))\}
\]

\[
U_2 = \text{[pref } ((c, 1)(b, 1) + (c, 2)(b, 2))^*]_{D_2}.
\]
Then,

\[ C(D_1, D_2) = \text{syre} \left( \{(a, 1), (b, 1), (c, 1)\} \cup D_2 \right), \]

\[ h_1((a, 1)) = (a, 1), \quad h_1((b, 1)) = h_1((b, 2)) = (b, 1), \]

\[ h_1((c, 1)) = h_1((c, 2)) = \varepsilon, \]

\[ h_2(a, 1) = \varepsilon, \quad h_2((b, 1)) = (b, 1), \quad h_2((b, 2)) = (b, 2), \quad h_2((c, 1)) = (c, 1), \]

\[ h_2((c, 2)) = (c, 2). \]

Let \( t_1 = [(b, 1)(a, 1)(b, 1)]_{D_1} \in U_1, \]

\[ t_2 = [(c, 1)(b, 1)(c, 2)(b, 2)(c, 1)]_{D_2} \in U_2. \]

Reduced versions of dep-graphs of \( t_1 \) and \( t_2 \), resp., are of the form (i.e. transitive arcs are omitted):

\[ \begin{array}{c}
 b \\
 \downarrow \\
 a \\
 \downarrow \\
 b
\end{array} \quad \begin{array}{c}
 c \\
 \downarrow \\
 b \\
 \downarrow \\
 c \\
 \downarrow \\
 b
\end{array} \]

By the definition of the concurrent composition, \( t_1 \parallel t_2 \) is a labelled trace over \( C(D_1, D_2) \)

\[ t_1 \parallel t_2 = [(c, 1)(b, 1)(a, 1)(c, 2)(b, 2)(c, 1)]_{C(D_1, D_2)}. \]

A reduced version of a dep-graph of \( t_1 \parallel t_2 \) is of the form:

\[ \begin{array}{c}
 b \\
 \downarrow \\
 a
\end{array} \quad \begin{array}{c}
 c \\
 \downarrow \\
 b \\
 \downarrow \\
 c
\end{array} \]

It can be seen that

\[ U_1 \parallel U_2 = \left[ \text{pref} \left( (c, 1)(b, 1)(a, 1) + (c, 2)(b, 2)(a, 1)^* \right) \right]_{C(D_1, D_2)}. \]
We propose in the example that $U_1$ is the activity of the single portion-buffer, and $U_2$ is the activity of the two-portion buffer with $a$ and $b$ corresponding to "out" and "in" respectively, in the former, $b$ and $c$ corresponding to "out" and "in" in the latter. Then $U_1 U_2$ corresponds to a composition of the two buffers: the two-portion buffer inputs from its producer, then outputs to the single-portion buffer, and in turn, the single-portion buffer outputs to its consumer.

(ii) Let $D = \text{syre} \{(a, 1), (e, 1)), ((b, 1), (e, 1)), ((e, 1), (c, 1)))\}$,

$$U = \{(a, 1)(b, 1)(e, 1)(a, 1)(c, 1)\}_{D_0}.$$ 

Then

$$S(D, D) = D \cup \{(x, 2), (y, 2)\} \{(x, 1), (y, 1)\} \in D\} \cup \text{syre} \{(x, 1), (y, 2)\} x, y \in l(\text{dom}(D))\}.$$ 

By the definition of the iteration

$$U^o = \{(a, 1)(b, 1)(e, 1)(a, 1)(c, 1)(a, 2)(b, 2)(e, 2)(a, 2)(c, 2)\} \in S(D, D).$$

A reduced version of a dep-graph of $t \in U$ has the form:

![Diagram](image)

and reduced versions of dep-graphs of elements of $U^o$ are of the form:

![Diagram](image)

In the sequel, for $u \in X^*$, $Y \subseteq X$, by $u|_Y$ we denote the projection of $u$ on $Y$, i.e. the image of $u$ by the erasing homomorphism from $X^*$ to $Y^*$. For $u, v \in X^*$ we also write $u|_v$ instead of $u|_{\text{alph}(v)}$ without fear of confusion, where $\text{alph}(v)$ denotes the set of symbols forming $v$.

**Proposition 3.** $t_1 \parallel t_2$ contains not more than one element.

**Proof.** By trivial induction on the length of elements of $T(C(D_1, D_2))$ we can show that if for $t, t' \in T(C(D_1, D_2))$ $h_1(t) = h_1(t')$ and $h_2(t) = h_2(t')$, then $t = t'$. 


Proposition 4.

\[ l_{t_1} \cap l_{t_2} \neq \emptyset \text{ if and only if } \]
\[ l(t_1)\cap(l_1(\text{dom}(D_2))) \cap l(t_2)\cap(l_1(\text{dom}(D_1))) \neq \emptyset. \]

Proof. The “only if” part is obvious and we prove the “if” part. Suppose that there exists \( w \in l(t_1)\cap(l_1(\text{dom}(D_2))) \cap l(t_2)\cap(l_1(\text{dom}(D_1))) \subseteq X^* \). Then there exist \( u_1 \subseteq t_1 \), \( u_2 \subseteq t_2 : l(u_1)\cap(l_1(\text{dom}(D_2))) = l(u_2)\cap(l_1(\text{dom}(D_1))) = u \). Let
\[ u_1 = a_1a_2...a_n \in \text{dom}(D_1)^*, \]
\[ u_2 = b_1b_2...b_m \in \text{dom}(D_2)^*. \]
\[ w = c_1c_2...c_k \in Y^* = (l(\text{dom}(D_1))) \cap l(\text{dom}(D_2))^*. \]

Then, there exist monotonic functions \( f_1 : \{1, 2, ..., k\} \to \{1, 2, ..., n\} \) and \( f_2 : \{1, 2, ..., k\} \to \{1, 2, ..., m\} \) satisfying:
\( a_j \) is a case of an element in \( Y \) if and only if \( j = f_1(i) \) for some \( i \leq k, j \leq n \), and \( b_j \) is a case of an element in \( Y \) if and only if \( j = f_2(i) \) for some \( i \leq k, j \leq m \).

Let \( g : \{c_1, c_2, ..., c_k\} \to \text{dom}(C(D_1, D_2)) \) be defined as follows.

Let \( a_{f_1(i)} = (c_i, p), b_{f_2(i)} = (c_i, q) \). Then \( g(c_i) = (c_i, s) \), where \( s \) is determined from the equation system:
\[ p = \text{rem} (s - 1, \#(c_i, D_1)) + 1. \]
\[ q = \text{en} (s - 1, \#(c_i, D_1)) + 1. \]

Let \( u'_1 = a'_1a'_2...a'_n, u'_2 = b'_1b'_2...b'_m \) be defined by
\[ a'_j = \begin{cases} a_j & \text{if } j \notin f_1(1, 2, ..., k), \\ g(c) & \text{if } j = f_1(i), \text{ for } j \leq n, \end{cases} \]
\[ b'_j = \begin{cases} b_j & \text{if } j \notin f_2(1, 2, ..., k), \\ g(c) & \text{if } j = f_2(i), \text{ for } j \leq m. \end{cases} \]

Clearly, \( u'_1|_{u'_1} = u'_2|_{u'_2} = g(c_i, c_2, ..., c_k) \).

Hence, by Theorem 2 ([12], pp. 205) there exists \( w' \in \text{dom}(C(D_1, D_2))^* \) such that \( w'|_{u'_1} = u_1, w'|_{u'_2} = u_2 \). It is obvious from the definition of \( g \) that
\[ [w']_C(D_1, D_2) = l_{t_1} \cap l_{t_2}. \]

Proposition 5. Let \( D_3, D_1, D_2 \) be labelled dependencies on \( X, U, U_1, U_2 \in P(D_1), \]
\( V, V_1, V_2 \in P(D_2), Z \in P(D_3), W \in P(C(D_1, D_2)), t \in T(C(D_1, D_2)) \), and \( h_1, h_2 \) the homomorphisms associated with \( C(D_1, D_2) \). Then
\[ a) C(D_1, D_2) \equiv C(D_2, D_1) \text{ and } U \cap V \equiv V \cap U; \]
\[ b) C(D_1, C(D_2, D_3)) \equiv C(C(D_1, D_2), D_3) \text{ and } (U \cap V) \cap Z \equiv U \cap (V \cap Z); \]
\[ c) U \cap \emptyset = \emptyset; \]
\[ d) \langle e \rangle \cap \langle e \rangle = \langle e \rangle; \]
\[ e) (U_1 \cup U_2) \cap V = (U_1 \cap V) \cup (U_2 \cap V); \]
\[ f) U \cap (V_1 \cup V_2) = (U \cap V_1) \cup (U \cap V_2); \]
\[ g) (h_1(t)U) \cap (h_2(t)V) = (t(U_1) \cap U_2); \]
\[ h) W \subseteq h_1(W) \cap h_2(W). \]
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Proof.
a) For \( a \in X \), \( 0 < j \leq \#(a, D_1) \cdot \#(a, D_2) \) the numbers \( i = \text{rem} (j-1, \#(a, D_1)) + 1 \), \( k = \text{en} (j-1, \#(a, D_1)) + 1 \) are defined uniquely, and for a pair \( (i, k) \) with \( i \leq \#(a, D_1) \) and \( k \leq \#(a, D_2) \) the integer \( j = \#(a, D_1) \times \times (i-1) + k \) is determined uniquely. Thus the correspondence \( f_a(j) = j' \) is an one-to-one mapping from \( \{1, \ldots, \#(a, D_1) \cdot \#(a, D_2) \} \) to \( \{1, \ldots, \#(a, D_1) \cdot \#(a, D_2) \} \).

By the definitions of \( C(D_1, D_2) \), \( C(D_2, D_1) \) and \( h_1, h_2 \), the mapping \( h : \text{dom} (C(D_1, D_2)) \rightarrow \text{dom} (C(D_2, D_1)) \) defined by
\[
h((a, j)) = \begin{cases} (a, j) & \text{if } \#(a, D_1) \cdot \#(a, D_2) = 0, \\ (a, f_a(j)) & \text{if } \#(a, D_1) \cdot \#(a, D_2) > 0 \end{cases}
\]
is an one-to-one isomorphism. Furthermore, let \( h'_1 \) and \( h'_2 \) be the projections associated with \( C(D_2, D_1) \), we have:
\[
h'_1((a, j)) = h'_2(h(a, j)), h'_2((a, j)) = h'_1(h(a, j)).
\]
Consequently, it follows a).

b) For \( a \in X \) with \( \#(a, C(D_1, C(D_2, D_3))) = 0 \) and for \( i = 1, 2, 3 \) let the mappings \( g_{ia} \) and \( g'_{ia} \) from \( \{1, 2, \ldots, \#(a, C(D_1, C(D_2, D_3))) \} \) to \( \{1, 2, \ldots, \#(a, D_i) \} \) be defined as follows (\( g_{ia} \) and \( g'_{ia} \) are undefined if \( \#(a, D_i) = 0 \)).

If \( \#(a, D) \cdot \#(a, D_2) \cdot \#(a, D_3) = 0 \), for \( j \leq \#(a, C(D_1, C(D_2, D_3))) \) let
\[
g_{ia}(j) = \text{rem} (j-1, \#(a, D_i)) + 1, 
\]
\[
g_{2a}(j) = \text{rem} (\text{en} (j-1, \#(a, D_1)) \cdot \#(a, D_2)) + 1, 
\]
\[
g_{3a}(j) = \text{en} (\text{en} (j-1, \#(a, D_1)) \cdot \#(a, D_2)) + 1, 
\]
If \( \#(a, D) \cdot \#(a, D_1) \cdot \#(a, D_2) = 0 \), for \( j \leq \#(a, C(D_1, C(D_2, D_3))) \) then let
\[
g_{1a}(j) = g'_{1a}(j) = \begin{cases} \text{undefined} & \text{if } \#(a, D_1) = 0, \\ \text{rem} (j-1, \#(a, D_1)) + 1 & \text{if } \#(a, D_1) > 0, \end{cases}
\]
\[
g_{2a}(j) = g'_{2a}(j) = \begin{cases} \text{undefined} & \text{if } \#(a, D_2) = 0, \\ \text{en} (j-1, \#(a, D_1)) + 1 & \text{if } \#(a, D_1) \cdot \#(a, D_2) > 0, \\ \text{rem} (j-1, \#(a, D_2)) + 1 & \text{if } \#(a, D_1) = 0 \& \#(a, D_2) > 0, \end{cases}
\]
\[
g_{3a}(j) = g'_{3a}(j) = \begin{cases} \text{undefined} & \text{if } \#(a, D_3) = 0, \\ \text{en} (j-1, \#(a, D_1) + \#(a, D_3)) & \text{if } \#(a, D_3) > 0. \end{cases}
\]

Let \( f_a(j) = j' \) iff for \( i = 1, 2, 3 \) \( g_{ia}(j) = g'_{ia}(j') \).

It can be seen easily that \((a, j), (b, j') \in C(D_1, C(D_2, D_3)) (C(C(D_1, D_2), D_3), \text{resp.})\) if and only if there exists \( i \) in \( \{1, 2, 3\} \) such that \((a, g_{ia}(j)), (b, g'_{ib}(j')) \in
\[ \epsilon_{D_1}((a, g'_{ia}(j)), (b, g'_{ib}(j'))) \in D_1, \text{ resp.}. \] Hence, the mapping \( f: \text{dom } (C(D_1, C(D_2, D_3))) \rightarrow \text{dom } (C(C(D_1, D_2), D_3)) \) defined by

\[ f((a, j)) = (a, f_a(j)) \]

is an isomorphism between \( C(D_1, C(D_2, D_3)) \) and \( C(C(D_1, D_2), D_3) \).

For \( i = 1, 2, 3 \) mappings \( G_i, G'_i \) from \( T(C(A, D_2), A)) \) resp., to \( T(D_3) \) defined by

\[ G_i((a, j)) = (a, g_{ia}(j)), \]
\[ G'_i((a, j)) = (a, g'_{ia}(j)) \]

are homomorphisms by Lemma 1. Furthermore, for \( t \in T(C(D_1, C(D_2, D_3)), T(C(C(D_1, D_2), D_3))) \) resp., \( t \in U\|V\|Z \) \( ((U\|V)\|Z, \text{ resp.}) \) if and only if \( G_1(t) \in U, G_2(t) \in V, G_3(t) \in Z \) \((G'_1(t) \in U, G'_2(t) \in V, G'_3(t) \in Z, \text{ resp.}) \). Hence, by Lemma 1 \( f \) can be extended to an isomorphism from \( T(C(D_1, C(D_2, D_3)) \) to \( T(C(C(D_1, D_2), D_3)) \) and \( f(U\|V\|Z) = (U\|V)\|Z. \) Thus, by Proposition 2, \( U\|V\|Z \simeq (U\|V)\|Z. \)

The properties (c)—(h) are obvious.

The following theorem has been formulated by Mazurkiewicz for the case of trace languages. Fortunately, it is still true for labelled trace languages, although our operation of synchronization is more powerful and general than his one.

**Theorem 1.** The concurrent composition \( \| \) is the least function from \( P(D_1) \times P(D_2) \) to \( P(C(D_1, D_2)) \) (w.r.t. the inclusion ordering of its values) meeting the following conditions:

(a) \( (h_1(x)U\|h_2(x)V) = x(U\|V), \)

(b) \( (U_1 \cup U_2)\|V = (U_1\|V) \cup (U_2\|V), \)

(c) \( U\|V_1 \cup V_2 = (U\|V_1) \cup (U\|V_2), \)

(d) \( [\varepsilon]_D \| [\varepsilon]_{D_2} = [\varepsilon]_{C(D_1, D_2)}, \)

for each actioncase \( x \) in \( C(D_1, D_2), U, U_1, U_2 \in P(D_1), V, V_1, V_2 \in P(D_2). \)

The proof of the theorem is similar to the proof of Theorem 1, [14], pp. 352 and is omitted here.

b) **Union and intersection.**

We deal with the construction of activities from activities over different labelled dependencies. The union is intended for the nondeterministic choice and the intersection is intended to represent the tied synchronization.

Let \( N(D_1, D_2) \) be the labelled dependency defined by

\[ N(D_1, D_2) = D_1 \cup \{(a, i + \#(a, D_1)), (b, j + \#(b, D_2))|((a, i), (b, j)) \in D_2\} \cup \]
\[ \cup \text{syre } \{(a, j), (a, i) + \#(a, D_1)|(a, j) \in \text{dom } (D_1), (a, i) \in \text{dom } (D_2)\}. \]

A mapping \( s: T(D_2) \rightarrow T(N(D_1, D_2)) \) associated to \( N(D_1, D_2) \) is defined by

\[ s((a, i)) = (a, i + \#(a, D_1)), \quad (a, i) \in \text{dom } (D_2). \]
Let \( I(D_1, D_2) \) be the labelled dependency defined by \( I(D_1, D_2) = C(D_1, D_2) \cap \cap (Y \times \{1, 2, \ldots\}) \), where \( Y = I(D_1) \cap I(D_2) \). Since \( C(D_1, D_2) \cap (\text{dom}(I(D_1, D_2))) = I(D_1, D_2) \) each labelled trace over \( I(D_1, D_2) \) is a labelled trace over \( C(D_1, D_2) \). Let \( h_1, h_2 \) be homomorphisms associated with \( C(D_1, D_2) \).

**Definition 5.** (i) A nondeterminic composition \( U_1 \boxdot U_2 \) of \( U_1 \) and \( U_2 \) is a labelled trace language over \( N(D_1, D_2) \) defined by
\[
U_1 \boxdot U_2 = U_1 \cup s(U_2),
\]
where the operation \( \cup \) on the right hand side is for labelled trace languages over \( N(D_1, D_2) \) with considering \( U_1 \) as a labelled trace language over \( N(D_1, D_2) \).

(ii) The intersection \( U_1 \cap U_2 \) of \( U_1 \) and \( U_2 \) is a labelled trace language over \( I(D_1, D_2) \) defined by
\[
U_1 \cap U_2 = \{ t \in T(I(D_1, D_2)) | h_1(t) \in U_1, h_2(t) \in U_2 \}.
\]

**Proposition 6.** For \( U', U'' \in P(D_1), V' \in P(D_2) \),
a) \( U' \square U'' \approx U' \cup U'' \); \( N(D_1, D_2) \approx D_1 \),
b) \( U' \square V' = U' \cap V' \) if \( D_1 = D_2 \).
This follows immediately from Definition 3.

**Proposition 7.** Let \( D_1, D_2, D_3, D \) be labelled dependencies on \( X, U \in P(D_1), V \in P(D_2), W \in P(D_3), Z \in P(D_3), t_1 \in T(D_1), t_2 \in T(D_2) \). Then
\[
a) \ [a]_{D_1} \circ U \equiv U \circ [a]_{D_1} \equiv U,
b) (U \circ V) \circ W \equiv U \circ (V \circ W),
c) U \circ (V \sqcap W) \equiv (U \circ V) \sqcap (U \circ W), (V \sqcap W) \circ U \equiv (V \circ U) \sqcap (W \circ U),
d) t_1 \circ U \circ t_2 \equiv t_1 \circ V \circ t_2 \Rightarrow U \equiv V.
\]

**Proof.** a), b) and d) are obvious. To prove c) consider a mapping \( h \) from \( \text{dom}(N(S(D, D_1), S(D, D_2))) \) onto \( \text{dom}(S(D, N(D_1, D_2))) \) defined by:
\[
h((a, j)) = \begin{cases} (a, j), & \text{if } j \equiv \#(a, D) + \#(a, D_1), \\ (a, j - \#(a, D)), & \text{otherwise}. \end{cases}
\]

By the definition of the operations \( S, N \) on labelled dependencies, \((a, i), (b, j)) \in (h((a, i)), h((b, j)) \in S(D, N(D_1, D_2)) \). Hence, \( h \) can be extended to a homomorphism from \( T(N(S(D, D_1), S(D, D_2))) \) to \( T(S(D, N(D_1, D_2))) \) in the obvious way (by Lemma 1). Furthermore, it can be seen easily that \( h((U \circ V) \sqcap (U \circ W)) = U \circ (V \sqcap W) \). By Proposition 2, \( U \circ (V \sqcap W) \approx (U \circ V) \sqcap (U \circ W) \).
The remaining case of c) is proved similarly.

4. Relations to other models

As mentioned in the section 2 each labelled trace induces a labelled partial ordering over \( X \), and each labelled partial ordering over \( X \) is a finite labelled event structure over \( X \) ([16]). Thus, a labelled trace language over a labelled dependency on \( X \) is a set of labelled event structures having a very simple representative: a (finite) labelled dependency and a word language (may be represented by a regular expression). In our paper [8] we have related labelled trace languages to Petri nets and some
interesting results have been obtained. In this section, we relate labelled trace languages to semilanguages introduced by Starke [18], [19].

**Definition 6** ([19] pp. 337).

(i) A *labelled partial ordering* (lpo for short) over $X$ is a triple $(A, S, \beta)$, where $(A, S)$ is an irreflexive partial ordering, $\beta : A \to X$ is a labelling mapping.

(ii) Two lpo’s $(A, S, \beta)$ and $(A', S', \beta')$ are said to be isomorphic iff there exists a bijection $b$ from $A$ onto $A'$ which preserves the labelling and the ordering:

$$aSc \iff b(a)S'b(c) \& \beta(a) = \beta'(b(a)).$$

The isomorphy class $[(A, S, \beta)]$ of a finite lpo $(A, S, \beta)$ is called a *partial word* over $X$. A partial word $[(A, S, \beta)]$ over $X$ such that for all $a, b$ from $A$

$$\beta(b) = \beta(a) \Rightarrow aSa \lor Sa \Rightarrow a = b,$$

i.e. where all the sets $\beta^{-1}(x)$ (for $x \in X$) are chains w.r.t. $S$ is called a *semiword* over $X$.

Let $p(t)$ denote a partial word over $X$ induced by a labelled trace $t$ over a labelled dependency on $X$ (see section 2) i.e. $p(t) = [(A, S, \beta)]$ where $(A, S, \beta)$ is the labelled partial ordering induced by $t$.

**Theorem 2.** For each labelled trace $t$ over a labelled dependency on $X$, $p(t)$ is a semiword over $X$.

**Proof.** Let $D(t)$ be a dep-graph of $t$, where $t$ is a labelled trace over a labelled dependency $D$ on $X$. By the definition of $D$, if $x, y$ are cases of an action $a \in X$, $(x, y) \in D$. Thus, the labelled partial ordering over $X$ induced by $t$ satisfies (1). Consequently, $p(t)$ is a semiword over $X$.

It follows from Theorem 2 that every labelled trace language over a labelled dependency on $X$ generates a semilanguage over $X$ in the natural way.

For $U \in P(D)$, denote by

$$SL(U) = \{p(t) | t \in U\}.$$ 

$SL(U)$ is called *semilanguage generated by $U$*.

**Theorem 3.** Let $U \in P(D_1), V \in P(D_2)$, where $D_1$, $D_2$ are labelled dependencies on $X$. Then

$$SL(U \circ V) = SL(U \circ U \circ Y \circ Y).$$

**Proof.**

By (iii) of Definition 4

$$U^\circ = \left((U - \{[e]_{D_1}\}) \circ (U - \{[e]_{D_2}\})^\ast \right) \cup \left[U \cup \{[e]_{S(D_1, D_1)}\}\right] \in P(S(D_1, D_1)),$$

where $U \cup \{[e]_{S(D_1, D_1)}\}$ is considered as a labelled trace language over $S(D_1, D_1)$. It follows from the definition of $S(D_1, D_1)$ and of the sequential concatenation that for $t \in T(S(D_1, D_1)), p(t) \in U^\circ$ if and only if there exist $t_1, t_2, \ldots, t_n \in U - \{[e]_{D_1}\}$ such that

(i) $D(t) = \emptyset$ iff $n = 0$, and

(ii) Let $D(t_1), \ldots, D(t_n)$ be dep-graphs of $t_1, \ldots, t_n$ over $D_1$, $D(t_i) = (V_i, E_i, X_i, \beta_i), i = 1, 2, \ldots, n, V_i \cap V_j = \emptyset$ for $i \neq j, i, j \leq n.$
Then $D(t) \cong \bigcup_{i=1}^{n} V_i, E, X, \beta$, where

$$E = \bigcup_{i=1}^{n} E_i \cup \{(a, b) \mid a \in V_i, b \in V_{i+1}, i \leq n-1\}, \beta|_{V_i} = \beta_i.$$ 

Hence, since $V_i \neq \emptyset$ for $i \leq n$, for $i < j \leq n$, $a \in V_i, b \in V_j$, $(a, b)$ is an arc of the transitive closure of $D(t)$. From the definition of the sequential concatenation of labelled trace languages it follows that

$$SL(U \circ U^\circ) \cup \{p([e]_{D_1})\} = SL(U^\circ),$$

$$SL(U^\circ \circ V) = SL(U \circ U^\circ \circ V) \cup SL(V).$$

By the definition of the operation $\boxtimes$ our theorem is obtained from the last equality.

To relate labelled trace languages to interleavings of strings we recall the synchronization mechanism introduced by Hoare [7], E. Knuth [12].

**Definition 7 ([7]).** Let $L_1, L_2 \subseteq X^*$, $Y \subseteq X$. The synchronized parallel composition $L_1 \|_Y L_2$ is the set $\bigcup_{w_1 \|_Y w_2} \{w_1\|_Y w_2\}$, where $w_1 \|_Y w_2$ denotes the set of all successful interleavings of $w_1$ and $w_2$ with synchronising communications in $Y$ and is defined inductively as follows:

1. $\varepsilon \|_Y \varepsilon = \{\varepsilon\}$
2. $aw \|_Y \varepsilon = \varepsilon \|_Y aw = \begin{cases} \emptyset & \text{if } a \notin Y \\ \{a(w) \|_Y e\} & \text{if } a \in Y \end{cases}$
3. $aw \|_Y bw' = bw' \|_Y aw = \begin{cases} a(w) \|_Y w' & \text{if } a = b \in Y \\ \emptyset & \text{if } a \neq b \wedge a, b \notin Y \\ a(w) \|_Y bw' & \text{if } a \notin Y \wedge b \in Y \\ a(w) \|_Y bw' \cup b(a(w) \|_Y w') & \text{if } a \notin Y, b \notin Y. \end{cases}$

**Theorem 4.** For a labelled trace language $U \in P(D)$ let $\text{inter } (U) = \bigcup_{t \in U} l(t)$. Then, for $U \in P(D_1), V \in P(D_2)$, (where $D_1, D_2$ are labelled dependencies) and $Y = l(\text{dom } D_1) \cap l(\text{dom } D_2)$, a) $\text{inter } (U \circ V) = \text{inter } (U) \cap \text{inter } (V)$,

b) $\text{inter } (U \| V) = \text{inter } (U) \|_Y \text{inter } (V)$,

c) $\text{inter } (U^\circ) = (\text{inter } (U))^*$,

d) $\text{inter } (U \boxtimes V) = \text{inter } (U) \cup \text{inter } (V)$,

e) $\text{inter } (U \boxtimes V) = \text{inter } (U) \cap \text{inter } (V)$.

**Proof.** a) and c), d) are obvious. e) follows from b).

b) is proved as follows.

Let $h_1$ and $h_2$ be the projections associated with $C(D_1, D_2)$. Clearly, for $t \in U \| V$

$h_1(t) \in U, \quad h_2(t) \in V$, and $l(t)|_{l(\text{dom } D_2)} = l(h_2(t)) \subseteq \text{inter } (V), l(t)|_{l(\text{dom } D_1)} = l(h_1(t)) \subseteq \text{inter } (U)$. Thus, $\text{inter } (U \| V) \subseteq \text{inter } (U) \|_Y \text{inter } (V)$. 6 Acta Cybernetica 8/3
Let \( y \in \text{inter}(U) \parallel y \in \text{inter}(V) \). By Definition 7, \( y|_{(\text{dom}(D_1))} \in \text{inter}(U) \), \( y|_{(\text{dom}(D_2))} \in \text{inter}(V) \). There exist \( u \in U \), \( v \in V \) such that \( y|_{(\text{dom}(D_1))} \in l(u) \), \( y|_{(\text{dom}(D_2))} \in l(v) \). By Proposition 4, \( t = u \parallel v \) is defined.

It follows easily from the definition of \( h_1 \) and \( h_2 \) that \( y \in l(t) \). This completes the proof of the theorem.

In the sequel, for simplicity of denotation, if \( L_1 \) and \( L_2 \) are considered over fixed alphabets, say \( \Sigma_1 \) and \( \Sigma_2 \), and \( Y = \Sigma_1 \cap \Sigma_2 \), we shall write \( L_1 \parallel L_2 \) instead of \( L_1 \parallel_Y L_2 \).

**Proposition 8.** Let \( L_1, L_2, L_3 \) are languages over \( \Sigma_1, \Sigma_2, \Sigma_3 \) respectively. Then

\[
L_1 \parallel L_2 = L_2 \parallel L_1,
\]

and

\[
(L_1 \parallel L_2) \parallel L_3 = L_1 \parallel (L_2 \parallel L_3).
\]

**Proof.** Straightforward from the definition of the operation \( \parallel \).

5. Labelled trace languages as a noninterleaving semantics for CSP

The notion of CSP presented in this paper is at an abstract level necessary for our purpose.

Let \( \text{Comm} \) be a finite set of actions. A process \( P \) over \( \text{Comm} \) is in one of the following forms:

- \( P := P_1; P_2; \ldots; P_n \),
- \( P := [P_1 \parallel P_2] \ldots \parallel P_n \),
- \( P := \otimes P_1 \),
- \( P := [P_1 \Box P_2 \Box \ldots \Box P_n] \),
- \( P := a \rightarrow P_1, a \in \text{Comm} \),
- \( P := \text{skip}, (\text{skip} \in \text{Comm}) \),
- \( P := P_1 \setminus \{b_1, b_2, \ldots, b_n\} \),

where \( P_1, P_2, \ldots, P_n \) are processes over \( \text{Comm} \).

The meaning of the above constructions of processes is given informally as follows.

- \( P_1; P_2; \ldots; P_n \) specifies sequential execution of \( P_1, P_2, \ldots, P_n \) in the order written (process by process, \( P_{i+1} \) starts only \( P_i \) has terminated, \( 1 \leq i \leq n-1 \)), and starts with the start of \( P_1 \), terminates with the termination of \( P_k \).
- \( [P_1 \parallel P_2] \ldots \parallel P_n \) specifies concurrent execution of its constituent processes. They all start simultaneously and the process \( P = [P_1 \ldots \parallel P_n] \) terminates successfully only if and when they have all successfully terminated. The relative speed with which they are executed is arbitrary. The set of actions executed by each of them is required to be disjoint from those executed by the rest. \( P_1, P_2, \ldots, P_n \) are synchronized by the actions intended. \( P_i \) excutes an action intended to synchronize with \( P_j \) (in the construction) if and only if \( P_i \) excutes a corresponding action (intended to synchronize \( P_j \) with \( P_i \)) simultaneously (see [6], [7], [11]).
- \( \otimes P \) specifies as many iterations as necessary of \( P \) sequentially.
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A noninterleaving semantics for communicating sequential processes and the choice between them is fully nondeterministic, cannot be influenced by the environment.

\( a \rightarrow P \) specifies execution of the action \( a \) followed by execution of \( P \).

\( \text{Skip} \) specifies the process having no effect and never fails.

Now, we identify the action intended to synchronize \( P \) with \( P_j \) with a corresponding action intended to synchronize \( P \) with \( P_i \) in a construct \([P_1 \parallel P_2 \parallel \ldots \parallel P_n]\).

We can suppose that the set of actions executed by \( P_i \) may not be disjoint from the one by \( P_j \) and the actions in their intersection require that \( P_i \) and \( P_j \) must execute each of them simultaneously. (This abstraction has been made by Hoare in [7], [2], Janicki in [11]).

The interleaving semantics for CSP given by Hoare [2], [7] is as follows.

Each process over \( \text{Comm} \) is identified with a subset of \( \text{Comm}^* \) called its interleaving semantics:

\[
\begin{align*}
\text{skip} &:= \{\varepsilon\}, \\
a \rightarrow P &:= aP, \\
P_1; P_2; \ldots; P_n &:= P_1P_2\ldots P_n, \\
[P_1 \square P_2 \square \ldots \square P_n] &:= P_1 \cup P_2 \cup \ldots \cup P_n, \\
[P_1 \parallel P_2 \parallel \ldots \parallel P_n] &:= P_1 \parallel P_2 \parallel \ldots \parallel P_n,
\end{align*}
\]

where the operation \( \parallel \) on languages is defined in the previous section and \( P_1, \ldots, P_n \) are considered as languages over \( \alpha(P_1), \ldots, \alpha(P_n) \) respectively. (Here for a language \( L \), \( \alpha(L) \) denotes the smallest alphabet, over which \( L \) is a language).

\[
\begin{align*}
\otimes P &:= P^*, \\
P \setminus \{b_1, \ldots, b_n\} &:= P|_{\alpha(P) \setminus \{b_1, \ldots, b_n\}},
\end{align*}
\]

where \( P|_A \) denotes the projection of \( P \) on \( A^* \).

Because of the presence of the hiding operation in CSP, to relate our model to CSP we have to extend the notion of labelled trace languages.

An \( \varepsilon \)-labelled dependency on \( X \) is a symmetric relation \( D_{\varepsilon} \subseteq (X \cup \{\varepsilon\} \times \{1, 2, \ldots\})^2 \) satisfying:

(i) \( (a, i) \in \text{dom}(D_{\varepsilon}) \Rightarrow (a, j) \in \text{dom}(D_{\varepsilon}) \) for \( j \equiv i \),

(ii) \( (a, i), (a, j) \in D_{\varepsilon} \) for \( (a, i), (a, j) \in \text{dom}(D_{\varepsilon}) \) and \( a \neq \varepsilon \).

An \( \varepsilon \)-labelled dependency on \( X \) may not be reflexive in its domain. However, this has no effect in the definition of trace languages and the notion of trace languages is extended to this case. Then, a trace language over \( D_{\varepsilon} \) is called an \( \varepsilon \)-labelled trace language over \( D_{\varepsilon} \). All the notions and the results presented in the previous sections are valid for \( \varepsilon \)-labelled trace languages as well with the only exception that the set \( Y \) in the definition of the operation \( \parallel \) of labelled trace languages is modified as

\[
Y = (l(\text{dom}(D_1)) \cap l(\text{dom}(D_2))) \setminus \{\varepsilon\}.
\]
\( \varepsilon\)-labelled trace semantics proposed for CSP is presented below. Each process over \( \text{Comm} \) is identified with an \( \varepsilon\)-labelled trace language over an \( \varepsilon\)-labelled dependency on \( \text{Comm} \) as follows:

\[
a \rightarrow P := \{[(a, 1)], (a, 1)\}\circ P,
\]
\[
P_1; P_2; \ldots; P_n := P_1 \circ P_2 \circ \ldots \circ P_n;
\]
\[
[P_1 \parallel P_2 \parallel \ldots \parallel P_n] := P_1 \parallel P_2 \parallel \ldots \parallel P_n;
\]
\[
[P_1 \boxdot \ldots \boxdot P_n] := P_1 \boxdot P_2 \boxdot \ldots \boxdot P_n;
\]

\[\otimes P := P^\otimes\]

\[
P \setminus \{b_1, \ldots, b_n\} := h_{b_1, \ldots, b_n}(P),
\]

where \( h_{b_1, \ldots, b_n} \) is defined as follows: For an \( \varepsilon\)-labelled dependency \( D_e \) on \( X \) let

\[
h_{b_1, \ldots, b_n}(a, i) = \begin{cases} (a, i) & \text{if } a \notin \{b_1, \ldots, b_n\} \land (a, i) \in \text{dom}(D_e) \\ (e, i) & \text{if } a \in \{b_1, \ldots, b_n\} \land (a, i) \in \text{dom}(D_e). \end{cases}
\]

\[
D_e(b_1, \ldots, b_n) = \{(h_{b_1, \ldots, b_n}(x), h_{b_1, \ldots, b_n}(y)) | (x, y) \in D_e\}.
\]

By Lemma 1, \( h_{b_1, \ldots, b_n} \) is considered as a homomorphism from \( T(D_e) \) to \( T(D_e) \).

The correspondence between \( \varepsilon\)-labelled trace semantics and interleaving semantics for CSP is stated by the following theorem, which follows immediately from Theorem 4.

**Theorem 5.** For a process \( P \) over \( \text{Comm} \). Let \( LT(P) \), \( \text{INTER}(P) \) denote the \( \varepsilon\)-labelled trace semantics, interleaving semantics, respectively, for \( P \). Then

\[ \text{inter}(LT(P)) = \text{INTER}(P). \]

**Proposition 9.** If a process \( P \) over \( \text{Comm} \) does not contain a construction \( [P_1 \boxdot \ldots \boxdot P_n] \), \( LT(P) \) contains, at most, one element.

The Proposition follows from Proposition 3.

### 6. Conclusion

We have presented an extension of the theory of traces as an attempt to provide a mathematical description for the behaviour of concurrent systems, more specifically, CSP. Labelled trace languages have been shown to be more powerful than trace languages and to have a simple representation.

However, the construction of the theory of CSP based upon labelled trace languages requires a deeper study on labelled trace languages concluding a construction of domains of the operations on processes so that the operations are continuous and the representation of the properties of processes in its semantics in the model. This will be presented in our future work.
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