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Abstract

Functional Dependencies (or simply FDs) are by far the most common integrity constraint in the real world. When relations are incomplete and thus contain null values the problem of whether satisfaction is additive arises. Additivity is the property of the equivalence of the satisfaction of a set of functional dependencies (FDs), F, with the individual satisfaction of each member of F in an incomplete relation. It is well known that, in general, satisfaction of FDs is not additive. Previously we have shown that satisfaction is additive if and only if the set of FDs is monodependent. Thus monodependence of a set of FDs is a desirable property when relations may be incomplete. A set of FDs is monodependent if it satisfies both the intersection property and the split-freeness property. (The two defining properties of monodependent sets of FDs correspond to the two defining properties of conflict-free sets of multivalued data dependencies.)

We investigate the properties of the lattice £(F) of closed sets of a monodependent set of FDs F over a relation schema R. We show an interesting connection between monodependent sets of FDs and exchange and antiexchange lattices. In addition, we give a characterisation of the intersection property in terms of the existence of certain distributive sublattices of £(F). Assume that a set of FDs F satisfies the intersection property. We show that the cardinality of the family £(F) of meet-irreducible closed sets in £(F) is polynomial in the number of attributes associated with R; in general, this number is exponential. Thus an Armstrong relation for F having a polynomial number of tuples in the number of attributes associated with R can be generated. As a corollary we show that the prime attribute problem can be solved in polynomial time in the size of F; in general, the prime attribute problem is NP-complete. We also show that F satisfies the intersection property if and only if the cardinality of each element in £(F) is greater than or equal to the cardinality of the attribute set of R minus two. Using this result we are able to show that the superkey of cardinality k problem is still NP-complete when F is restricted to satisfy the intersection property. Finally, we show that separatory sets of FDs are monodependent.
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1 Introduction

In order to handle incomplete information, Codd [CODD79] suggested the addition to the database domains of an unmarked null value, denoted by unk, whose meaning is “value at present exists but is unknown”. We call relations, whose tuples may contain the null value unk, incomplete relations. The semantics of an incomplete relation r are defined in terms of the possible worlds relative to r. Each possible world relative to r is a complete relation, i.e. a relation without any occurrence of unk, emanating from a possible substitution of all the occurrences of unk in r by nonnull values in the underlying database domains.

Functional Dependencies (or simply FDs) are by far the most common integrity constraint in the real world [ULLM88, ATZE93, MANN92] and the notion of a key (derived from a given set of FDs) [CODD79] is fundamental to the relational model. Given a set of FDs F over a relation schema R and an incomplete relation r over R, it is therefore natural to say that r satisfies F if there is a complete relation s, in the set of possible worlds relative to r, such that s satisfies each of the FDs in F. This gives rise to the additivity problem, which is the problem of whether the statement that r satisfies F is equivalent to the statement that r satisfies each FD in a reduced cover G of F [LEVE94, LEVE95a] (cf. [ATZE93]); if these two statements are equivalent for a class of incomplete relations and a class of sets of FDs then we say that satisfaction is additive with respect to these classes. It is well known that, in general, satisfaction of FDs is not additive [ATZE86, LEVE94, LEVE95a]. If satisfaction is not additive, then a set of FDs F in this nonadditive class may be viewed as contradictory. Thus we consider the solution of the additivity problem to be an important prerequisite for any relational database system supporting FDs in the context of incomplete information, since otherwise semantic anomalies may arise.

In [LEVE94] we introduced the class of monodependent sets of FDs. A set of FDs F over a relation schema R is monodependent if the following two properties are satisfied. The first property, called the intersection property, informally states that for each attribute A in the attribute set associated with R, there is a unique nontrivial and reduced FD in the closure of F that functionally determines A. The second property, called the split-freeness property, informally states that there are no two nontrivial FDs in the closure of F such that the right-hand side of each of the two FDs splits the left-hand side of the other FD. The main result in [LEVE94] shows that satisfaction is additive with respect to the class of all incomplete relations and a class of sets of FDs FC, if and only if all the sets of FDs in FC are monodependent sets of FDs. Therefore, monodependence provides a solution to the additivity problem.

In [LEVE95b] we studied the impact on normalisation theory in relational databases of assuming that sets of FDs are monodependent, and in [LEVE95a] we extended the results in [LEVE94] to the wider class of sets of FDs and unary inclusion dependencies [COSM90].

It is well known that the family of all closed sets, with respect to a set of
FDs $F$, is a lattice partially ordered by set inclusion; we denote this lattice by $L(F)$ [DEME92, DEME93]. An in-depth investigation concerning the connection between the structure of a set of FDs and the type of lattice of closed sets it induces was carried out in [DEME92]. Herein we investigate the properties of $L(F)$ when $F$ is monodependent.

We next briefly outline the main results of this paper. The set of equivalence classes of a set of FDs $F$ over $R$ is a partition of $F$ such that two FDs are in the same equivalence class if and only if the closures of their left-hand sides are the same [MAIE80, MANN83]. Assume that $F$ satisfies the intersection property. We then show that $L(F)$ is exchange [GRAT78] if and only if $F$ satisfies the split-freeness property and the cardinality of all the nonempty equivalence classes of $F$ is maximal. Correspondingly, we show that $L(F)$ is antiexchange [JAMI85] if and only if $F$ satisfies the split-freeness property and the cardinality of all the nonempty equivalence classes of $F$ is minimal, i.e. one. We conclude that the lattice of closed sets of a monodependent set of FDs is something in between an exchange and antiexchange lattice according to the cardinalities of its equivalence classes.

We also investigate some of the characteristics of the lattice $L(F)$ when the set of FDs $F$ satisfies the intersection property but not necessarily the split-freeness property. We give a characterisation of the intersection property in terms of the existence of certain distributive sublattices of $L(F)$. We then present a polynomial time algorithm in the size of $F$ to compute the set of meet-irreducible closed sets in $L(F)$, which we denote by $M(F)$ (see Definition 6.1). Let $n$ be the cardinality of the attribute set of $R$. As a corollary of this algorithm we show that the cardinality of $M(F)$ is at most $\binom{n}{n-2}$; in general, this number is exponential in $n$. Thus an Armstrong relation having $\binom{n}{n-2} + 1$ tuples can be generated [MANN86]. As an additional corollary of this algorithm we show that testing whether an attribute is prime (see Definition 4.2) when $F$ satisfies the intersection property can be done in polynomial time in the size of $F$; in general, testing whether an attribute is prime is NP-complete [LUCC78]. We also show that $F$ satisfies the intersection property if and only if the cardinality of each element in $M(F)$ is greater than or equal to $n - 2$. Another well known problem, which is NP-complete in the general case, is the problem of deciding whether there exists a superkey for $R$ of cardinality $k$ or less [LUCC78, DEME88]. Utilising this result we are able to show that this problem is still NP-complete when $F$ satisfies the intersection property. Finally, we show that separatory sets of FDs are monodependent.

The layout of the rest of the paper is as follows. In Section 2 we formalise the notion of incomplete relations. In Section 3 we define the notion of a functional dependency being satisfied in an incomplete relation. In Section 4 we present the relevant properties of FDs which are utilised in the paper. In Section 5 we introduce monodependent sets of FDs and give some technical results, which are utilised in the following sections. In Section 6 we introduce the lattice-theoretic concepts that are used in the remaining sections. In Section 7 we give some negative results concerning the structure of $L(F)$ when $F$ is monodependent. In Section 8 we investigate the connection between exchange and antiexchange lattices of closed
sets and monodependent sets of FDs. In Section 9 we investigate some of the characteristics of lattices of closed sets of FDs that satisfy the intersection property. In Section 10 we show that separatory sets of FDs are monodependent. Finally, in Section 11 we give our concluding remarks.

2 Relations that model incomplete information

Herein we formalise the notion of an incomplete relation, which allows us to model incomplete information of the form “value at present exists but is unknown”.

We use the notation $|S|$ to denote the cardinality of a set $S$. If $S$ is a subset of $T$ we write $S \subseteq T$ and if $S$ is a proper subset of $T$ we write $S \subset T$. Furthermore, $S$ and $T$ are incomparable if $S \nsubseteq T$ and $T \nsubseteq S$. At times we denote the singleton \{\{A\}\} simply by $A$, and the union of two sets $S$ and $T$, i.e. $S \cup T$, simply by $ST$. The power set of a set $S$ is denoted by $\mathcal{P}(S)$.

**Definition 2.1 (Relation schema and relation)** A relation schema $R$ is a finite set of attributes which we denote by schema($R$); we denote the cardinality of schema($R$) by type($R$). From now on we abbreviate schema($R$) to sch($R$).

We assume a countably infinite domain of constants, $Dom$, containing a distinguished constant $unk$, denoting the null value “unknown”.

A tuple over $R$ is a total mapping $t$ from sch($R$) into $Dom$ such that $\forall A_i \in$ sch($R$), $t(A_i) \in Dom$. The projection of a tuple $t$ over $R$ onto a set of attributes $Y \subseteq$ sch($R$), denoted by $t[Y]$, is the restriction of $t$ to $Y$.

An incomplete relation (or simply a relation) over $R$ is a finite set of tuples over $R$. A relation over $R$ having no occurrences of $unk$ is called a complete relation.

From now on we let $R$ be a relation schema and $r$ is a relation over $R$. As usual uppercase letters (which may be subscripted) from the end of the alphabet such as $X, Y, Z$ will be used to denote sets of attributes, while those from the beginning of the alphabet such as $A, B, D$ will be used to denote single attributes.

In [LEVE94, LEVE95a] we defined the semantics of incomplete relations in terms of possible worlds by defining a partial order, $\subseteq$, in $Dom$, such that $u \subseteq v$ if and only if either $u = unk$ or $u = v$, where $u, v \in Dom$. The partial order $\subseteq$ is extended to tuples over $R$ in a natural way. The set of all possible worlds relative to $r$, denoted by POSS($r$), is the set of all complete relations that emanate from all possible substitutions of occurrences of $unk$ in $r$ by nonnull values in $Dom$ – \{unk\}.

3 Functional dependencies in incomplete relations

Herein we formalise the notion a functional dependency being satisfied in an incomplete relation.
Definition 3.1 (Functional dependency) A functional dependency over R (or simply an FD) is a statement of the form \( X \rightarrow Y \), where \( X, Y \subseteq \text{sch}(R) \).

We call an FD of the form \( X \rightarrow Y \), where \( Y \subseteq X \), a trivial FD. Two nontrivial FDs of the forms \( X \rightarrow A \) and \( Y \rightarrow A \) are said to be incomparable if \( X \) and \( Y \) are incomparable. Two nontrivial FDs of the forms \( XB \rightarrow A \) and \( YA \rightarrow B \) are said to be cyclic.

We stress the fact that we allow FDs whose left-hand side is the empty set. From now on we let \( F \) be a set of FDs over \( R \). We define the size of an FD \( X \rightarrow Y \) to be \( |X| + |Y| \), and the size of \( F \), denoted by \( ||F|| \), to be the sum of the sizes of all the FDs in \( F \).

Definition 3.2 (Satisfaction of an FD) An FD \( X \rightarrow Y \) is satisfied in a relation \( r \), denoted by \( r \models X \rightarrow Y \), whenever \( \forall t_1, t_2 \in r, \text{ if } \forall A \in X, t_1[A] \neq \text{unk} \text{ and } t_1[X] = t_2[X] \text{ then } \forall B \in Y, \text{ either } t_1[B] = \text{unk}, t_2[B] = \text{unk} \text{ or } t_1[B] = t_2[B] \).

The reader can verify that when the relation, \( r \), in Definition 3.2 is a complete relation then the definition of satisfaction of an FD in \( r \) reduces to the standard definition of satisfaction of an FD [ULLM88, MANN92, ATZE93]. It was shown in [LEVE94, LEVE95a] that \( X \rightarrow Y \) is satisfied in \( r \) if and only if there exists a complete relation \( s \in \text{POSS}(r) \) that satisfies the FD in the standard way.

Definition 3.3 (Logical implication) A set of FDs \( F \) over \( R \) logically implies an FD \( X \rightarrow Y \), written \( F \models X \rightarrow Y \), if whenever \( r \) is a relation over \( R \) then the following condition is true:

\[
\text{if } \forall W \rightarrow Z \in F, r \models W \rightarrow Z \text{ holds then } r \models X \rightarrow Y \text{ also holds.}
\]

4 Some properties of sets of functional dependencies

We assume that the reader is familiar with Armstrong's axiom system for FDs [ARMS74, ULLM88, MANN92, ATZE93], consisting of the inference rules: reflexivity, augmentation and transitivity. A fundamental result in relational database theory is that Armstrong's axiom system is sound and complete for FDs holding in complete relations. We denote the closure of a set of FDs \( F \) over \( R \) with respect to Armstrong's axiom system by \( F^+ \). Lien [LIEN82], and Atzeni and Morfuni [ATZE86] have shown that the inference rules: reflexivity, augmentation, decomposition and union, are sound and complete for FDs holding in incomplete relations; we call this axiom system, Lien and Atzeni's axiom system. That is, by dropping the transitivity rule from Armstrong's axiom system and adding the decomposition and union rules, we obtain Lien and Atzeni's axiom system. We denote the closure
of a set of FDs $F$ over $R$ with respect to Lien and Atzeni's axiom system by $F^*$. The soundness and completeness of Lien and Atzeni's axiom system for FDs holding in incomplete relations can be written symbolically as the statement: $F \models X \rightarrow Y$ if and only if $X \rightarrow Y \in F^*$.

The following useful property of derivations of FDs, using Armstrong's axiom system, which appears as Lemma 2 in [BEER79], will be used in subsequent proofs.

**Proposition 4.1** Let $F$ be a set of FDs and assume that $W \rightarrow Z \in F$ is used nonredundantly in a derivation of an FD $X \rightarrow Y \in F^+$ from $F$ by using Armstrong's axiom system. Then $X \rightarrow W \in (F - \{W \rightarrow Z\})^+$.

**Definition 4.1 (Closure of a set of attribute)** The closure of a set of attributes $X \subseteq \text{sch}(R)$, with respect to a set of FDs $F$, denoted by $C_F(X)$ (or simply $C(X)$ whenever $F$ is understood from context), is given by

$$C(X) = \bigcup \{Y \mid X \rightarrow Y \in F^+\}.$$  

A set of attributes $X \subseteq \text{sch}(R)$ is closed with respect to $F$ (or simply closed whenever $F$ is understood from context) if $C_F(X) = X$.

We note that $C(X)$ can be computed in linear time in the size of $F$ [BEER79]. In the sequel we will use the equivalent statements $Y \subseteq C_F(X)$ and $X \rightarrow Y \in F^+$, interchangeably.

**Definition 4.2 (Superkey, key and antikey)** A set of attributes $X \subseteq \text{sch}(R)$ is a superkey for $R$ with respect to $F$ (or simply a superkey for $R$ whenever $F$ is understood from context), if $C_F(X) = \text{sch}(R)$. A set of attributes $X \subseteq \text{sch}(R)$ is a key for $R$ with respect to $F$ (or simply a key for $R$ whenever $F$ is understood from context), if $X$ is a superkey for $R$ with respect to $F$ and, in addition, for no proper subset $Y \subset X$, is it the case that $Y$ is a superkey for $R$ with respect to $F$. We denote the set of all keys for $R$ with respect to $F$ by $\mathcal{K}(F)$.

An attribute $A \in \text{sch}(R)$ is prime with respect to $F$ (or simply prime whenever $F$ is understood from context) if $A \in X$ for some $X \in \mathcal{K}(F)$; otherwise $A$ is nonprime with respect to $F$.

An antikey for $R$ with respect to $F$ (or simply an antikey for $R$ whenever $F$ is understood from context) is a maximal subset $X$ of $\text{sch}(R)$ such that $X$ is not a superkey for $R$. We denote the set of all antikeys for $R$ with respect to $F$ by $\mathcal{A}(F)$.

**Definition 4.3 (A cover of a set of FDs)** A set of FDs $G$ over $R$ is a cover of $F$ if $F^+ = G^+$.

By Definition 4.1 if $G$ is a cover of a set of FDs $F$ then $C_F(X) = C_G(X)$. 
Definition 4.4 (Reduced and canonical sets of FDs) An FD $X \rightarrow Y \in F^+$ is reduced [BEER79] if there does not exist a set of attributes $W \subseteq X$ such that $W \rightarrow Y \in F^+$. A set of FDs $F$ is reduced if all the FDs in $F$ are reduced; $F$ is canonical if it is reduced and the right-hand sides of all the FDs in $F$ are singletons.

A reduced cover $G$ of $F$ can be obtained in polynomial time in the size of $F$ [BEER79].

Definition 4.5 (A minimum set of FDs) A set of FDs $F$ is a minimum [MAIE80] set of FDs if there is no cover $G$ of $F$ such that $G$ has fewer FDs than $F$, all the FDs in $F$ are reduced and for every FD $X \rightarrow Y \in F$ and for every $Z \subseteq Y$, $((F \setminus \{X \rightarrow Y\}) \cup \{X \rightarrow Z\})^+ \neq F^+$. In [MAIE80] a minimum set of FDs is called an LR-minimum set of FDs. Furthermore, a minimum cover $G$ of a set of FDs $F$ can be obtained in polynomial time in the size of $F$ [MAIE80].

Definition 4.6 (An optimum set of FDs) A set of FDs $F$ is an optimum [MAIE80, MANN83] set of FDs if there does not exist a cover $G$ of $F$ such that $|G| < |F|$. We denote an optimum cover of a set of FDs $F$ by $\text{opt}(F)$.

In [MAIE80] it was shown that, in general, finding an optimum cover is NP-complete [MAIE80].

Definition 4.7 (Equivalent sets of attributes) Given a set of FDs $F$, the sets of attributes $X, Y \subseteq \text{sch}(R)$, are equivalent under $F$, if $X \rightarrow Y, Y \rightarrow X \in F^+$. We denote the subset of FDs in $F$ whose left-hand sides are equivalent to a set of attributes $X \subseteq \text{sch}(R)$ by $E_F(X)$; we call the sets $E_F(X)$ the equivalence classes of $F$.

5 Monodependent Sets of Functional Dependencies

Given a set of FDs $F$ and an incomplete relation $r$ it is natural to say that $r$ satisfies $F$ if there is some complete relation, $s \in \text{POSS}(r)$, such that $s$ satisfies each of the FDs in $F$. This gives rise to the additivity problem, which is the problem of whether the statement that $r$ satisfies $F$ is equivalent to the statement that $r$ satisfies each FD in a reduced cover $G$ of $F$ [LEVE94, LEVE95a] (cf. [ATZE93]); if these two statements are equivalent for a class of incomplete relations and a class of sets of FDs then we say that satisfaction is additive with respect to these classes. If satisfaction is not additive, then $F$ may be viewed as contradictory. Thus we consider the solution of the additivity problem to be an important prerequisite...
for any relational database system supporting FDs in the context of incomplete information, since otherwise semantic anomalies may arise.

Obviously satisfaction is additive with respect to the class of complete relations and the class of all sets of FDs. On the other hand, it is well known that satisfaction is not additive with respect to the class of incomplete relations and the class of all sets of FDs [ATZE86, LEVE94]. In [LEVE94] we introduced the class monodependent sets of FDs. Informally, a set of FDs $F$ over $R$ is monodependent if for each attribute $A \in \text{sch}(R)$, there is a unique nontrivial and reduced FD in $F^+$ that functionally determines $A$, and in addition there are no two nontrivial FDs in $F^+$ such that the right-hand side of each of the two FDs splits the left-hand side of the other FD. The main result in [LEVE94] shows that satisfaction is additive with respect to the class of all incomplete relations and a class of sets of FDs, $FC$, if and only if all the sets of FDs in $FC$ are monodependent sets of FDs.

In [LEVE95b] we studied the impact on normalisation theory in relation databases of assuming that sets of FDs are monodependent, and in [LEVE95a] we extended the results in [LEVE94] to the wider class of sets of FDs and unary inclusion dependencies [COSM90].

**Definition 5.1 (A monodependent set of FDs)** A set of FDs $F$ is a monodependent set of FDs over $R$ (or simply monodependent whenever $R$ is understood from context) if $\forall A \in \text{sch}(R)$, the following two conditions are true:

1. Whenever there exist incomparable FDs, $X \rightarrow A$, $Y \rightarrow A \in F^+$, then $X \cap Y \rightarrow A \in F^+$; we call this property the intersection property.

2. Whenever there exist cyclic FDs, $XB \rightarrow A$, $YA \rightarrow B \in F^+$, then either $Y \rightarrow B \in F^+$ or $(X \cap Y)A \rightarrow B \in F^+$; we call this property the split-freeness property.

An immediate consequence of the above definition is that if $G$ is a cover of $F$ then $F$ is monodependent if and only if $G$ is monodependent. In addition, we have shown in [LEVE94] that monodependence of a set of FDs $F$ can be checked in polynomial time in the size of $F$.

We observe that the two defining properties of monodependent sets of FDs correspond to the two defining properties of conflict-free sets of multivalued dependencies (MVDs) [SCI081, LIEN82, BEER86]. We further observe that the set of MVDs that is logically implied by a monodependent set of FDs may not be conflict-free and thus monodependence is a weaker notion than conflict-freeness. For example, let $F = \{A \rightarrow B, B \rightarrow A\}$, with $\text{sch}(R) = \{A, B, D\}$. It can easily be verified that $R$ is monodependent but that the set of MVDs logically implied by $R$ is not conflict-free.

The next theorem from [LEVE94] shows that if $F$ satisfies the intersection property, then the closure of $F$ with respect to Armstrong's axiom system (i.e. $F^+$) is equal to the closure of $F$ with respect to Lien and Atzeni's axiom system (i.e. $F^*$).
This result is fundamental to the theory of FDs in incomplete relations, since it justifies the use of Armstrong's axiom system in the context of incomplete relations when F is monodependent.

**Theorem 5.1** If F satisfies the intersection property then \( F^+ = F^* \).

The converse of Theorem 5.1 is, in general, false. For example, let \( F = \{ A \rightarrow D, B \rightarrow D \} \), with \( \text{sch}(R) = \{ A, B, D \} \). It can be easily verified that \( F^+ = F^* \), however, F does not satisfy the intersection property, since \( \emptyset \rightarrow D \not\in F^+ \).

The following technical results, which are utilised in the sequel, are proved in [LEV95b].

**Lemma 5.2** Let F be a set of FDs that is minimum and satisfies the intersection property. Then \( \forall A \in \text{sch}(R) \), there is at most one FD, \( X \rightarrow Y \in F \), such that \( A \in Y \).

**Lemma 5.3** Let F be a set of FDs which is monodependent and minimum, and let \( E_F(X) \) be an equivalence classes of F such that \( |E_F(X)| > 1 \). Then any two FDs in \( E_F(X) \) are reduced and of the form, \( WA \rightarrow B \) and \( WB \rightarrow A \).

**Lemma 5.4** Let F be a set of FDs which is monodependent and minimum, and let \( E_F(X), E_F(Y) \) be distinct and nonempty equivalences classes of F, with \( W \rightarrow Z \in E_F(X) \). Then \( \forall A \in WZ \), A does not appear in the right-hand side of any FD in \( E_F(Y) \).

**Lemma 5.5** Let F be a set of FDs which is monodependent and minimum, and let \( E = \{ E_F(X_1), E_F(X_2), \ldots, E_F(X_k) \} \) be the set of all nonempty equivalence classes of F. Then the number of keys for R is given by

\[
|K(F)| = \prod_{i=1}^{k} |E_F(X_i)|.
\]

**Theorem 5.6** If a set of FDs F is minimum and satisfies the intersection property then it is also an optimum set of FDs.

An immediate result of Theorem 5.6 is that finding an optimum cover of a set of FDs which satisfies the intersection property can be computed in polynomial time. This is due to the fact that finding a minimum cover of a set of FDs can be computed in polynomial time [MAI80, WIL95]. In general, when a set of FDs does not satisfy the intersection property, then finding an optimum cover is
NP-complete [MAIE80]. We note that in [LEVE95b] we have also shown that the optimal cover of a set of FDs F that satisfies the intersection property is unique, implying that the minimum cover of F is also unique.

The next corollary follows from Theorem 5.6 Lemma 5.2, and the fact that if \( X \rightarrow Y \) is an FD, with \( X \cap Y = \emptyset \), then the size of \( X \rightarrow Y \) is less than or equal to \( \text{type}(R) \).

**Corollary 5.7** If a set of FDs F is optimum and satisfies the intersection property, then \(|F| \leq \text{type}(R)\) and \(||F|| \leq (\text{type}(R))^2||\).

We close this section with an interesting result showing that monodependent sets of FDs which are also optimum are closed under the proper subset operation.

**Proposition 5.8** Let F be a monodependent set of FDs and let G = opt(F). Then \( \forall H \subset G, H \) is a monodependent and optimum set of FDs over R.

**Proof.** Let \( H \subset G \). By Lemmas 5.3 and 5.4, and Proposition 4.1 we can deduce that \( X \rightarrow A \in G^+ \) and \( A \in Z \) for some FD \( W \rightarrow Z \in H \) if and only if \( X \rightarrow A \in H^+ \). We call this statement Observation 1. Therefore, \( H \) must satisfy the intersection property, since otherwise there must exist incomparable FDs \( X \rightarrow A, Y \rightarrow A \in H^+ \), but \( X \cap Y \rightarrow A \in G^+ - H^+ \), which contradicts Observation 1. Similarly, \( H \) must satisfy the split-freeness property, since otherwise there must exist cyclic FDs, \( XB \rightarrow A, YA \rightarrow B \in H^+ \), but either \( Y \rightarrow B \in G^+ - H^+ \) or \( (X \cap Y)A \rightarrow B \in G^+ - H^+ \), which again contradicts Observation 1.

Next, suppose that \( H \) is not optimum and that \( J = \text{opt}(H) \), with \(||J|| < ||H||\). Therefore, \((G - H) \cup J)^+ = G^+ \). This leads to a contradiction that \( G \) is optimum, since \(||(G - H) \cup J|| < ||G||\). The result that \( H \) is optimum follows. \( \square \)

## 6 The Lattice of Closed Sets

Herein we give the definitions of the lattice-theoretic concepts used in the rest of the paper. The reader is referred to [DAVE90] for an introduction to lattice theory and to [GRAT78] for more advanced material.

The operator \( C_F \) (see Definition 4.1) which closes sets of attributes in \( \text{sch}(R) \) is a closure operator in the lattice-theoretic sense [DAVE90]. It follows by [DAVE90, Theorem 2.21] that the family of all the closed sets in the power set of \( \text{sch}(R) \) is a lattice partially ordered by set inclusion, which we denote by \( \mathcal{L}(F) \) (see also [DEME92, DEME93]). The lattice \( \mathcal{L}(F) \) is, by definition, cover insensitive and thus \( G \) is a cover of \( F \) if and only if \( \mathcal{L}(F) = \mathcal{L}(G) \). It is easy to see that \( \mathcal{L}(F) \) is closed under intersection and thus the greatest lower bound of two closed sets in \( \mathcal{L}(F) \) is just their intersection. On the other hand, it can be verified that the the least upper bound, denoted by \( \sqcup \), of two closed sets \( X, Y \in \mathcal{L}(F) \) is given by \( X \sqcup Y = C(X \cup Y) \). We refer the reader to [DEME92] for an in-depth investigation concerning the
connection between the structure of a set of FDs and the type of lattice of closed sets it induces.

The following result shown in [DEME92, DEME93] shows the basic connection between a set of FDs $F$ over $R$ and its induced lattice of closed sets $\mathcal{L}(F)$.

**Proposition 6.1** There is a one-to-one correspondence between $F^+$ and $\mathcal{L}(F)$.

**Definition 6.1 (Meet-irreducible elements)** A closed set $X \in \mathcal{L}(F)$ is *meet-irreducible* [DAVE90] if $\forall Y, Z \in \mathcal{L}(F), X = Y \cap Z$ implies that either $X = Y$ or $X = Z$. The family of all meet-irreducible closed sets in $\mathcal{L}(F)$ is denoted by $\mathcal{M}(F)$.

The following result shows the basic connection between $\mathcal{L}(F)$ and $\mathcal{M}(F)$ [BEER84, MANN86, WILD95].

**Proposition 6.2** $\mathcal{M}(F)$ is the unique minimal subset of $\mathcal{L}(F)$ such that $X \in \mathcal{L}(F)$ if and only if $X$ is the intersection of all the closed sets in $\mathcal{M}(F)$ that are supersets of $X$.

The following result, which was shown in [MANN86], gives an alternative characterisation of $\mathcal{M}(F)$.

**Lemma 6.3** Let $\text{MAX}(F, A)$ be the family of all the maximal closed sets $\mathcal{L}(F)$ such that $\forall X \in \text{MAX}(F, A), A \notin X$. Then the following equality holds:

$$\mathcal{M}(F) = \bigcup_{A \in \text{sch}(R)} \text{MAX}(F, A).$$

For completeness of the paper we include the definitions of the various types of lattices referred to hereafter. In particular, we define distributive, modular [GRAT78, DAVE90], semimodular [GRAT78], exchange [GRAT78] and antiexchange [JAMI85] lattices.

**Definition 6.2 (Distributive lattice)** $\mathcal{L}(F)$ is distributive if

$$\forall X, Y, Z \in \mathcal{L}(F), X \cap (Y \cup Z) = (X \cap Y) \cup (X \cap Z).$$

**Definition 6.3 (Semimodular and modular lattice)** We say that $X$ is covered by $Y$, denoted by $X \prec Y$, where $X, Y \in \mathcal{L}(F)$, if $X \subset Y$ and $X \subseteq Z \subset Y$ implies that $Z = X$, with $Z \in \mathcal{L}(F)$.

$\mathcal{L}(F)$ satisfies the upper covering condition if

$$\forall X, Y, Z \in \mathcal{L}(F), X \prec Y \text{ implies that } X \cup Z \prec Y \cup Z \text{ or } X \cup Z = Y \cup Z.$$

The lower covering condition is the dual statement of the upper covering condition.

$\mathcal{L}(F)$ is semimodular if it satisfies the upper covering condition. $\mathcal{L}(F)$ is modular if it satisfies both the upper and lower covering conditions.
Definition 6.4 (Exchange property) \( \mathcal{L}(F) \) satisfies the *exchange property* (or simply \( \mathcal{L}(F) \) is exchange) whenever

\[ \forall A, B \in \text{sch}(R), \forall X \subseteq \text{sch}(R), \text{ if } A, B \notin C(X) \text{ and } A \in C(XB) \text{ then } B \in C(XA). \]

Definition 6.5 (Antiexchange property) \( \mathcal{L}(F) \) satisfies the *antiexchange property* (or simply \( \mathcal{L}(F) \) is antiexchange) whenever

\[ \forall A, B \in \text{sch}(R), \forall X \subseteq \text{sch}(R), \text{ if } A, B \notin C(X) \text{ and } A \in C(XB) \text{ then } B \notin C(XA). \]

The reader can also verify that the intersection property can be redefined as follows in terms of a property of the lattice \( \mathcal{L}(F) \) of closed sets.

Definition 6.6 (Intersection property) Let \( \oplus \) be the symmetric difference operator, i.e. \( X \oplus Y = (X - Y) \cup (Y - X) \), where \( X, Y \subseteq \text{sch}(R) \). Then \( \mathcal{L}(F) \) satisfies the *intersection property* if

\[ C(X \cap Y) - (X \oplus Y) = (C(X) \cap C(Y)) - (X \oplus Y). \]

The reader can also verify that the split-freeness property can be redefined as follows in terms of a property of the lattice \( \mathcal{L}(F) \) of closed sets.

Definition 6.7 (Split-freeness property) \( \mathcal{L}(F) \) satisfies the *split-freeness property* if

\[ \forall A, B \in \text{sch}(R), \forall X, Y \subseteq \text{sch}(R), \text{ if } B \in C(YA), B \notin C(Y) \text{ and } B \notin C((X \cap Y)A) \text{ then } A \notin C(XB). \]

We say that a lattice \( \mathcal{L}(F) \) embeds the figure \( \mathcal{N} \), if \( \exists W, X, Y, Z \in \mathcal{L}(F) \) such that \( W \subseteq X, Y \subseteq X \) and \( Y \subseteq Z \). It can be verified that if \( \mathcal{L}(F) \) does not embed the figure \( \mathcal{N} \), then \( \mathcal{L}(F) \) satisfies the split-freeness property.

When \( F \) is a monodependent set of FDs, we say that \( \mathcal{L}(F) \) is *monodependent*. We close this section by defining the concept of a sublattice.

Definition 6.8 (Sublattice) A subset \( S \subseteq \mathcal{L}(F) \) is a *sublattice* [DAVE90] of \( \mathcal{L}(F) \) if \( X, Y \in S \) implies that both \( X \cup Y \in S \) and \( X \cap Y \in S \).
7 Counterexamples for monodependent set of FDs

Herein we present some negative results concerning the structure of $\mathcal{L}(F)$ when $F$ is monodependent. We first show that $\mathcal{L}(F)$ may not even be semimodular and that a distributive lattice of closed sets may not be monodependent. We then show that, in general, the concepts of monodependence and exchange, and also of monodependence and antiexchange are incomparable.

**Proposition 7.1** The lattice of closed sets of a monodependent set of FDs $F$ is *not*, in general, semimodular.

*Proof.* Let $R$ be a relation schema with $\text{sch}(R) = \{A, B, D\}$ and let $F = \{AB \rightarrow D, BD \rightarrow A\}$. It can easily be verified that $F$ is monodependent. Furthermore, $\emptyset \not< B$ but it is *not* true that $(\emptyset \cup A = A) \not< (A \cup B = ABD)$. Therefore, $\mathcal{L}(F)$ is not semimodular. $\Box$

In [WILD89] it was shown that when $\mathcal{L}(F)$ is modular then an optimum cover of $F$ can be obtained in polynomial time in the size of $F$. By Proposition 7.1, Theorem 5.6 is incomparable with Wild’s result, since $\mathcal{L}(F)$ may satisfy the intersection property but not be modular. Furthermore as the next example shows $\mathcal{L}(F)$ being modular does not imply that a minimum cover of $F$ is also optimum.

**Example 7.1** Let $F = \{D \rightarrow AB, E \rightarrow AB, AB \rightarrow DE\}$, with $\text{sch}(R) = \{A, B, D, E\}$. It can easily be verified that $\mathcal{L}(F)$ is modular and that $F$ is minimum. On the other hand, $F$ is not optimum, since it can be verified that $G = \{D \rightarrow AB, E \rightarrow D, AB \rightarrow DE\}$ is an optimum cover of $F$.

**Proposition 7.2** Distributive lattices of closed sets are *not*, in general, monodependent.

*Proof.* We give two counterexamples of a relation schema $R$ and a set of FDs $F$ such that $\mathcal{L}(F)$ is distributive but $F$ is not monodependent. In the first example $F$ violates the intersection property and in the second example $F$ violates the split-freeness property.

**Counterexample 1.** Let $R$ be a relation schema with $\text{sch}(R) = \{A, B, D\}$ and let $F = \{B \rightarrow A, D \rightarrow A\}$. It can easily be verified that $\mathcal{L}(F)$ is distributive. Furthermore, the set of FDs $F$ is not monodependent, since it violates the intersection property due to the fact that $\emptyset \rightarrow A \not\in F^+$.

**Counterexample 2.** Let $R$ be a relation schema with $\text{sch}(R) = \{A, B, D\}$ and let $F = \{B \rightarrow AD, AD \rightarrow B\}$. It can easily be verified that $\mathcal{L}(F)$ is distributive. Furthermore, the set of FDs $F$ is not monodependent, since it violates the split-freeness property due to the fact that both $A \rightarrow B \not\in F^+$ and $D \rightarrow B \not\in F^+$. $\Box$
Proposition 7.3 The lattice of closed sets of a monodependent set of FDs $F$ is not, in general, exchange.

*Proof.* Let $R$ be a relation schema with $\text{sch}(R) = \{A, B\}$ and let $F = \{A \rightarrow B\}$. It can easily be verified that $F$ is monodependent. Furthermore, $A, B \not\in C(\emptyset)$ and $A \in C(B)$ but $B \not\in C(A)$.

Proposition 7.4 Exchange lattices of closed sets are not, in general, monodependent.

*Proof.* Let $R$ be a relation schema with $\text{sch}(R) = \{A, B, D\}$ and let $F = \{A \rightarrow B, B \rightarrow A, A \rightarrow D, D \rightarrow A\}$. It can easily be verified that $\mathcal{L}(F)$ is exchange. Furthermore, the set of FDs $F$ is not monodependent, since it violates the intersection property.

Proposition 7.5 The lattice of closed sets of a monodependent set of FDs $F$ is not, in general, antiexchange.

*Proof.* Let $R$ be a relation schema with $\text{sch}(R) = \{A, B\}$ and let $F = \{A \rightarrow B, B \rightarrow A\}$. It can easily be verified that $F$ is monodependent. Furthermore, $A, B \not\in C(\emptyset)$, $A \in C(B)$ and also $B \in C(A)$.

Proposition 7.6 Antiexchange lattices of closed sets are not, in general, monodependent.

*Proof.* Let $R$ be a relation schema with $\text{sch}(R) = \{A, B, D\}$ and let $F = \{B \rightarrow A, D \rightarrow A\}$. It can easily be verified that $\mathcal{L}(F)$ is antiexchange. Furthermore, the set of FDs $F$ is not monodependent, since it violates the intersection property.

8 The connection between exchange and antiexchange lattices and monodependence

Herein we investigate the connection between exchange and antiexchange lattices of closed sets, and sets of FDs that satisfy the split-freeness property. We first show that if $F$ satisfies the intersection property and $\mathcal{L}(F)$ is either exchange or antiexchange then $F$ is monodependent. We then show that when $F$ satisfies the intersection property then $\mathcal{L}(F)$ is exchange if and only if $F$ satisfies the split-freeness property and the cardinality of all the nonempty equivalence classes of $F$ is maximal, i.e. for each such equivalence class the said cardinality is the size of any FD in the class (see Lemma 5.3). Finally we show that when $F$ satisfies the intersection property then $\mathcal{L}(F)$ is antiexchange if and only if $F$ satisfies the split-freeness property and the cardinality of all the nonempty equivalence classes of $F$ is minimal, i.e. the said cardinality is one. We conclude that the structure of the
lattice of closed sets of a monodependent set of FDs is something in between an exchange and antiexchange lattice according to the cardinalities of its equivalence classes.

Several properties of exchange and antiexchange lattices of closed sets have been investigated in [DEME92]. When $\mathcal{L}(F)$ is exchange then Boyce-Codd normal form [ULLM88, MANN92, ATZE93] can be characterised in terms of a uniform closure. In addition, if $\mathcal{L}(F)$ is exchange and $C(\emptyset) = \emptyset$, then second normal form and third normal form are equivalent. (See [ULLM88, MANN92, ATZE93] for the definitions of the various normal forms.) When $\mathcal{L}(F)$ is antiexchange then for every subset $X \subseteq \text{sch}(R)$, there is a unique reduced FD such that $Y \rightarrow X \in F^+$. In particular, when $\mathcal{L}(F)$ is antiexchange, then $|\mathcal{K}(F)| = 1$ [BISK91].

**Lemma 8.1** Let $F$ be a set of FDs that satisfies the intersection property. Then if $\mathcal{L}(F)$ is either exchange or antiexchange, then $F$ satisfies the split-freeness property, i.e. $F$ is monodependent.

**Proof.** Assume to the contrary that $F$ does not satisfy the split-freeness property. Therefore, by Definition 5.1 there exist cyclic FDs, $XB \rightarrow A, YA \rightarrow B \in F^+$, but both $Y \rightarrow B \not\in F^+$ and $(X \cap Y)A \rightarrow B \not\in F^+$. We can assume without loss of generality that $XB \rightarrow A$ and $YA \rightarrow B$ are reduced FDs. Thus it is also the case that $X \rightarrow A \not\in F^+$. Now, $Y \not\subseteq X$ holds, otherwise $(X \cap Y)A \rightarrow B$ is simply $YA \rightarrow B$, which is assumed to be in $F^+$. There are two case to consider.

Firstly, assume that $X \subseteq Y$ and thus $YB \rightarrow A \in F^+$ but $XA \rightarrow B \not\in F^+$, since the FDs are reduced. Thus $\mathcal{L}(F)$ is not exchange, since $A, B \not\in C(X)$ and $A \in C(XB)$ but $B \not\in C(XA)$. Furthermore, $\mathcal{L}(F)$ is not antiexchange, since $A, B \not\in C(Y)$ and $B \in C(YA)$ but also $A \in C(YB)$.

Secondly, assume that $X$ and $Y$ are incomparable. Now, we have that $A, B \not\in C(X)$ and $A \in C(XB)$. Assume that $\mathcal{L}(F)$ is exchange and thus $B \in C(XA)$. Thus, $XA \rightarrow B \in F^+$ and $YA \rightarrow B \in F^+$ are incomparable FDs. It follows that $(X \cap Y)A \rightarrow B \in F^+$ by the intersection property, which contradicts the fact that $F$ does not satisfy the split-freeness property. Thus $B \not\in C(XA)$ and $\mathcal{L}(F)$ is not exchange. Now, if $A \in C(XY)$, then $X \rightarrow A \in F^+$ by the intersection property, and similarly if $B \in C(XY)$, then $Y \rightarrow B \in F^+$ also by the intersection property. If $X \rightarrow A \in F^+$ then fact that $XB \rightarrow A$ is reduced is contradicted, and correspondingly, if $Y \rightarrow B \in F^+$ then the fact that $YA \rightarrow B$ is reduced is contradicted. So, we conclude that $A, B \not\in C(XY)$. It follows that $\mathcal{L}(F)$ is not antiexchange, since $A \in C(XYB)$ but also $B \in C(XYA)$. The result that $F$ satisfies the split-freeness property and is thus monodependent follows as required. □

**Theorem 8.2** Let $F$ be a set of FDs that satisfies the intersection property, and let $E = \{E_G(X_1), E_G(X_2), \ldots, E_G(X_k)\}$ be the set of all nonempty equivalence classes of $G$, where $G = \text{opt}(F)$. Then the following statements are equivalent:

1. $\mathcal{L}(F)$ is exchange.
2. \( F \) satisfies the split-freeness property, i.e. \( F \) is monodependent, and 
\[ \forall E_G(X_i) \in E, |E_G(X_i)| = |XY|, \] for some FD \( X \to Y \in E_G(X_i) \).

**Proof.** (1 \( \Rightarrow \) 2.) By Lemma 8.1 \( F \) satisfies the split-freeness property. Now, assume that for some \( E_G(X_i) \in E \) and \( X \to Y \in E_G(X_i) \), \( |E_G(X_i)| < |XY| \). Thus, by Lemma 5.3, \( \exists A, B \in \text{sch}(R) \) such that \( WB \to A \in E_G(X_i) \) but \( WA \to B \notin E_G(X_i) \). Furthermore, also by Lemma 5.3, \( W \to A, \) \( W \to B \notin F^+ \), leading to a contradiction of the fact that \( \mathcal{L}(F) \) is exchange.

(2 \( \Rightarrow \) 1.) Suppose to the contrary that \( \mathcal{L}(F) \) is not exchange. Then for some set of attributes, \( V \subset \text{sch}(R), \exists A, B \in \text{sch}(R) \) such that \( A, B \notin C(V), A \in C(VB) \) but also \( B \notin C(VA) \). Thus \( VB \to A \in F^+ \) and there is some equivalence class \( E_G(X) \in E \) such that \( X \to Y \in E_G(X) \), with \( A \in Y \). If \( |XY| = 1 \), then \( X = 0 \) and \( V \to A \in F^+ \), leading to a contradiction. So, it must be the case that \( |XY| > 1 \) and thus by Lemma 5.3 \( Y = \{A\} \). Now, if \( B \notin X \), then by the intersection property, it follows that \( (X \cap VB) \to A \in F^+ \) and thus \( V \to A \in F^+, \) since \( B \notin (X \cap VB) \). So, it must be the case that \( B \in X \) and thus \( (X-B)A \to B \in E_G(X) \), since \( E_G(X) = |XA| \). Let \( W = (X-B) \cap V \). Then by the intersection property \( WB \to A \in F^+ \), with \( W \subseteq V \). Furthermore, by Lemma 5.3, \( X = WB \), since \( X \to A \) is reduced. Thus \( WA \to B \in E_G(X) \) and \( VA \to B \in F^+ \) leading to a contradiction. It follows that \( B \in C(VA) \) and thus \( \mathcal{L}(F) \) is exchange as required. \( \square \)

**Theorem 8.3** Let \( F \) be a set of FDs that satisfies the intersection property, and let \( E = \{E_G(X_1), E_G(X_2), \ldots, E_G(X_k)\} \) be the set of all nonempty equivalence classes of \( G \), where \( G = \text{opt}(F) \). Then the following statements are equivalent:

1. \( \mathcal{L}(F) \) is antiexchange.
2. \( F \) satisfies the split-freeness property, i.e. \( F \) is monodependent, and 
\[ \forall E_G(X_i) \in E, |E_G(X_i)| = 1. \]

**Proof.** (1 \( \Rightarrow \) 2.) By Lemma 8.1 \( F \) satisfies the split-freeness property. Furthermore, by [JAMI85, DEME92] \( |\mathcal{K}(F)| = 1 \), since \( \mathcal{L}(F) \) is antiexchange. Now, assume that for some \( E_G(X_i) \in E, |E_G(X_i)| > 1 \). Thus, by Lemma 5.5 \( |\mathcal{K}(F)| > 1 \), leading to a contradiction of the fact that \( \mathcal{L}(F) \) is antiexchange.

(2 \( \Rightarrow \) 1.) Suppose to the contrary that \( \mathcal{L}(F) \) is not antiexchange. Then for some set of attributes, \( V \subset \text{sch}(R), \exists A, B \in \text{sch}(R) \) such that \( A, B \notin C(V), A \in C(VB) \) but also \( B \notin C(VA) \). Thus \( VA \to B, VB \to A \in F^+ \). Now, there exist equivalence classes \( E_G(X_1), E_G(X_2) \in E \) such that \( X \to Y \in E_G(X_1) \), with \( A \in Y \), and \( W \to Z \in E_G(X_2) \), with \( B \in Z \).

Assume that \( E_G(X_1) = E_G(X_2) \). There are two cases to consider. Firstly, if \( X \to Y \) and \( W \to Z \) are distinct FDs then \( |E_G(X_1)| > 1 \), leading to a contradiction. Secondly, if \( X \to Y \) and \( W \to Z \) are in fact the same FD, then \( X \to AB \in F^+ \), with \( A, B \notin X \). Now, \( VA \notin X \), since \( A \notin X \), and also \( X \notin VA \), since otherwise \( X \subseteq V \) and \( V \to A \in F^+ \) leading to a contradiction. Therefore, \( X \to B \in F^+ \) and \( VA \to B \in F^+ \) are incomparable FDs. It follows by the intersection property that \( (X
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\( \cap VA \rightarrow B \in F^+ \), with \((X \cap VA) \subseteq V\). Therefore, \(V \rightarrow B \in F^+\) again leading to a contradiction.

So, assume that \(E_G(X_1)\) and \(E_G(X_2)\) are distinct equivalence classes of \(G\). Thus, by Lemma 5.4, \(A \not\subseteq WZ\) and \(B \not\subseteq XY\). Now, \(VA \not\subseteq W\), since \(A \not\subseteq W\), and also \(W \not\subseteq VA\), since otherwise \(W \subseteq V\) and \(V \rightarrow B \in F^+\) leading to a contradiction. Therefore, \(W \rightarrow B \in F^+\) and \(VA \rightarrow B \in F^+\) are incomparable FDs. It follows by the intersection property that \((W \cap VA) \rightarrow B \in F^+\), with \((W \cap VA) \subseteq V\). Therefore, \(V \rightarrow B \in F^+\) again leading to a contradiction. It thus follows that \(B \not\subseteq C(VA)\) and thus \(\mathcal{L}(F)\) is antiexchange as required. \(\square\)

9 Characteristics of lattices satisfying the intersection property

Herein we investigate some of the characteristics of lattices of closed sets of FDs that satisfy the intersection property. We first utilise the concept of an interval, which is defined below, to investigate how the lattice of closed sets changes from one that does not necessarily satisfy the intersection property to one that does (cf. [BUR087]). We then give a characterisation of the intersection property in terms of the existence of certain distributive sublattices of \(\mathcal{L}(F)\). We also present a polynomial time algorithm in the size of \(F\) in order to compute the set of meet-irreducible closed sets, \(\mathcal{M}(F)\), when \(F\) satisfies the intersection property. As a corollary of this algorithm we show that when \(F\) satisfies the intersection property then the cardinality of \(\mathcal{M}(F)\) is at most \(\binom{\text{type}(R)}{\text{type}(R)-2}\). As an additional corollary of this algorithm we show that testing whether an attribute is prime can be done in polynomial time in the size of \(F\), when \(F\) satisfies the intersection property; in general, the problem of testing whether an attribute is prime is known to be NP-complete [LUCC78].

**Definition 9.1 (Intersection property descriptor)** The intersection property descriptor of a set of FDs \(F\) over a relation schema \(R\), denoted by \(I(F)\), is defined by

\[
I(F) = \{ X \cap Y \rightarrow A \mid \text{there exist incomparable FDs,} X \rightarrow A, Y \rightarrow A \in F^+, \text{but } X \cap Y \rightarrow A \not\in F^+ \}.
\]

The next lemma, which characterises the lattice of closed sets of a set of FDs that satisfies the intersection property, follows from Definition 6.6 and [DEME92, Theorem 3.1]. We begin by defining the concept of an interval.

**Definition 9.2 (Interval)** The interval between \(X\) and \(Y\), where \(X \subseteq Y \subseteq \text{sch}(R)\), denoted by \([X, Y]\), is given by \([X, Y] = \{Z \mid X \subseteq Z \subseteq Y\}\).
Lemma 9.1 Given a set of FDs $F$, let $G = F \cup \mathcal{I}(F)$. Then the lattice $\mathcal{L}(G)$ of closed sets of $G$ is given by

$$
\mathcal{L}(G) = \mathcal{L}(F) - \bigcup_{X \cap Y \rightarrow A \in \mathcal{I}(F)} [X \cap Y, \text{sch}(R) - A]
$$

$$
= \mathcal{L}(F) - \bigcup_{X \cap Y \rightarrow A \in \mathcal{I}(F)} \bigcup_{B \in (X-Y)} [X \cap Y, \text{sch}(R) - ABD].
$$

A closed set $X \in S$, where $S \subseteq \mathcal{L}(F)$, is maximum if $\forall Y \in S$, $Y \subseteq X$.

Lemma 9.2 Let $F$ be a set of FDs and $\mathcal{H}$ be the family of closed sets defined by

$$
\mathcal{H} = \mathcal{L}(F) \cap \bigcup_{X \cap Y \rightarrow A \in \mathcal{I}(F)} \bigcup_{B \in (X-Y)} [X \cap Y, \text{sch}(R) - ABD].
$$

Then all the maximum elements in $\mathcal{H}$ are in $\mathcal{M}(F)$, i.e. all the maximum elements in $\mathcal{H}$ are meet-irreducible closed sets in $\mathcal{L}(F)$.

Proof. Let $X$ be a maximum element of $\mathcal{H}$ and $Y, Z \in \mathcal{L}(F)$ be two closed sets such that $X = Y \cap Z$. We need to show that either $X = Y$ or $X = Z$. Suppose to the contrary that $X \neq Y$ and $X \neq Z$ and thus both $X \subseteq Y$ and $X \subseteq Z$ hold. Now, by Lemma 9.1, $Y, Z \in \mathcal{L}(G)$, where $G = F \cup \mathcal{I}(F)$. A contradiction has arisen, since it must be the case that $X \in \mathcal{L}(G)$, due to the fact that $\mathcal{L}(G)$ is closed under intersection. \qed

Definition 9.3 (The family of left-hand sides of a set of FDs) The family of left-hand sides of a set of FDs $F$ with respect to $A \in \text{sch}(R)$, denoted by $F(A)$, is defined by

$$
F(A) = \{X \mid X \rightarrow A \in F^+ \text{ is a nontrivial FD}\}.
$$

The schema of $F(A)$, denoted by $\text{sch}(F(A))$, is defined by

$$
\text{sch}(F(A)) = \bigcup\{X \mid X \in F(A)\}.
$$

We observe that $F(A) \subseteq \mathcal{P}(\text{sch}(R)) - \mathcal{L}(F)$. In other words, the family of left-hand sides of $F$ with respect to $A$ is a subset of the complement of the lattice of closed sets of $F$.

Definition 9.4 (Lattice of sets) A lattice of sets over a finite set $S$ is a subset of the power set, $\mathcal{P}(S)$, which is closed under union and intersection [DAVE90].

The if part of the next theorem follows from the definition of the intersection property and the only if part of the theorem follows from Definition 9.3.
Theorem 9.3 A set of FDs $F$ satisfies the intersection property if and only if $\forall A \in \text{sch}(R)$, $F(A)$ is a lattice of sets over $\text{sch}(F(A))$.

An immediate consequence of Theorem 9.3 is that $F(A)$ is distributive, since it is well known that a lattice of sets over $S$ is distributive [DAVE90].

We now give the pseudo-code of an algorithm, designated $\text{MEET\_IRR}(F)$, which will be shown to return the family $\mathcal{M}(F)$ of meet-irreducible closed sets of $\mathcal{L}(F)$, where $F$ satisfies the intersection property.

Algorithm 1 ($\text{MEET\_IRR}(F)$)

1. begin
2.  Meet. irr := $\emptyset$;
3.  $G := \text{opt}(F)$;
4.  for each $A \in \text{sch}(R)$ do
5.    if $\exists X \rightarrow Y \in G$, with $A \in Y$ then
6.      Meet. irr := Meet. irr $\cup \{\text{sch}(R)-A\}$;
7.    else
8.      let $X \rightarrow Y$ be the FD in $G$ with $A \in Y$;
9.      for each $B \in X$ do
10.     Meet. irr := Meet. irr $\cup (\text{sch}(R)-AB)$;
11.   end for
12. end if
13. end for
14. return Meet. irr;
15. end.

On using Corollary 5.7 the reader can verify that Algorithm 1 executes in polynomial time in $\text{type}(R)$. The next theorem establishes the correctness of Algorithm 1.

Theorem 9.4 If $F$ is a set of FDs that satisfies the intersection property, then Algorithm 1 returns $\mathcal{M}(F)$.

Proof. We need to show that $M = \mathcal{M}(F)$, where $M = \text{MEET\_IRR}(F)$ is the set returned by Algorithm 1.

$M \subseteq \mathcal{M}(F)$. Let $W \in M$. By Lemma 6.3 it remains to show that $W \in \text{MAX}(F, A)$ for some $A \in \text{sch}(R)$. Consider the for loop beginning at line 4 and ending at line 13, with $A \in \text{sch}(R)$. If $W$ was added to $M$ at line 6, then the condition of the if statement beginning at line 5 is true, and obviously $W = \text{sch}(R)-A \in \text{MAX}(F, A)$. Otherwise, let $W = \text{sch}(R)-AB$ be the set added to $M$ at line 10. Now, $W \rightarrow A \not\in F^+$, otherwise by the intersection property $W \cap X \rightarrow A \in F^+$, with $|W \cap X| < |X|$, contradicting the fact that $G$ is optimum. Furthermore, $W$ is a maximal set of attributes such that $W \rightarrow A \not\in F^+$, since $X \subseteq WB$. 
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\( \mathcal{M}(F) \subseteq M \). Let \( W \in \mathcal{M}(F) \). Then by Lemma 6.3 \( W \in \text{MAX}(F, A) \) for some \( A \in \text{sch}(R) \). It remains to show that \( W \in M \). Suppose to the contrary that \( W \notin M \).

Consider the if statement beginning at line 5 and ending at line 12. There are two cases to consider. Firstly the condition of line 5 is true and thus \( \exists X \rightarrow Y \in G, \text{ with } A \in Y \). It follows that \( W \subseteq \text{sch}(R) - A \) and thus it is not a maximal subset of \( \text{sch}(R) \) such that \( W \rightarrow A \notin F^+ \), contradicting the fact that \( W \in \text{MAX}(F, A) \). Secondly the condition of line 5 is false and thus by Lemma 5.2 there is a unique \( X \rightarrow Y \in F \), with \( A \in Y \). Let \( X \rightarrow Y \) be the FD, with \( A \in Y \), that is chosen in line 8. Therefore, by the for loop beginning at line 9 and ending at line 11, it follows that either \( X \subseteq W \) or \( W \subseteq Z \), for some \( Z \in M \), due to the fact that \( |W| \leq \text{type}(R) - 2 \) and \( A \notin W \). Both cases lead to a contradiction of the fact that \( W \in \text{MAX}(F, A) \). The result that \( M = \mathcal{M}(F) \) follows.

The next corollary, which gives a polynomial upper bound in \( \text{type}(R) \) for the cardinality of \( \mathcal{M}(F) \), is an immediate consequence of Theorem 9.4 on inspecting Algorithm 1. In general, when a set of FDs does not satisfy the intersection property, the cardinality of \( \mathcal{M}(F) \) may be exponential in \( \text{type}(R) \) [BEER84, MANN86].

**Corollary 9.5** If a set of FDs \( F \) satisfies the intersection property, then \( |\mathcal{M}(F)| \leq \binom{\text{type}(R)}{\text{type}(R) - 2} \).

An immediate consequence of Corollary 9.5 is that an Armstrong relation having \( \binom{\text{type}(R)}{\text{type}(R) - 2} + 1 \) tuples can be generated [MANN86]. The following result, which is immediate from Theorem 9.4 and Proposition 5.8, shows that when removing an FD \( X \rightarrow Y \) from an optimum set of FDs that satisfies the intersection property, then the sets \( \text{MAX}(F, A) \) attain their simplest structure.

**Corollary 9.6** Let \( F \) be set of FDs that is optimum and satisfies the intersection property. Then \( \forall X \rightarrow Y \in F, \forall A \in Y, \text{MAX}(F - \{X \rightarrow Y\}, A) = \{\text{sch}(R) - A\} \).

In general, the problem of deciding whether an attribute \( A \in \text{sch}(R) \) is prime with respect to \( F \) is known to be NP-complete [LUCC78]. Our next result shows that when \( F \) satisfies the intersection property this problem, known as the prime attribute problem, can be decided in polynomial time in the size of \( F \).

**Corollary 9.7** If a set of FDs \( F \) satisfies the intersection property, then deciding whether an attribute \( A \in \text{sch}(R) \) is prime can be solved in polynomial time in the size of \( F \).

**Proof.** By [MANN89, Theorem 2] an attribute \( A \in \text{sch}(R) \) is prime with respect to \( F \) if and only if for some \( W \in \text{MAX}(F, A) \), \( C(WA) = \text{sch}(R) \); recall that \( C(WA) \) can be computed in linear time in the size of \( F \) [BEER79]. Furthermore, by [MANN89, Lemma 1], given a set of attributes \( X \subseteq \text{sch}(R) \), testing whether \( X \in \text{MAX}(F, A) \) can be done in polynomial time in the size of \( F \). The result now follows by Corollary 9.5 on using Algorithm 1 to compute \( \mathcal{M}(F) \). □

The next theorem gives a characterisation of the intersection property in terms of the cardinality of the elements in \( \mathcal{M}(F) \).
Theorem 9.8 A set of FDs F satisfies the intersection property if and only if \( \forall X \in M(F), |X| \geq \text{type}(R)-2 \).

Proof. The only if part of the theorem is an immediate consequence of Theorem 9.4 on inspecting Algorithm 1.

We prove the if part of the theorem by contraposition. Suppose that F violates the intersection property. Therefore, for some \( A \in \text{sch}(R) \), there exist incomparable FDs, \( X \rightarrow A, Y \rightarrow A \in F^+ \), but \( X \cap Y \rightarrow A \notin F^+ \). We can assume without loss of generality that \( X \rightarrow A \) and \( Y \rightarrow A \) are reduced FDs.

Now, since \( X \) and \( Y \) are incomparable there is an attribute \( B \in X-Y \) and an attribute \( D \in Y-X \). Let \( W = \text{sch}(R)-ABD \), and thus \( |W| = \text{type}(R)-3 \). There are two cases to consider.

Firstly, \( W \notin F^+ \) and thus there exists some \( Z \subset W \) such that \( Z \in \text{MAX}(F, A) \); note that \( \emptyset \rightarrow A \notin F^+ \), since \( X \cap Y \rightarrow A \notin F^+ \). The result now follows by Lemma 6.3.

Secondly, \( W \rightarrow A \notin F^+ \) and thus by the construction of \( W \) we have that \( W \in \text{MAX}(F, A) \). The result now follows by Lemma 6.3. \( \Box \)

The next proposition establishes which meet-irreducible elements of \( L(F) \) are antikeys (in [DEME92] antikeys are called coatoms).

Proposition 9.9 A set of attributes \( X \subset \text{sch}(R) \) is an antikey for \( R \) if and only if \( X \) is a maximal set in \( M(F) \).

It follows from Theorem 9.4 on using Proposition 9.9 that the set of antikeys for \( R \), i.e. \( A(F) \), can be computed in polynomial time in \( \text{type}(R) \); in general, computing \( A(F) \) can only be done in exponential time in \( \text{type}(R) \) [THI86]. We observe that an alternative proof to Corollary 9.7 can utilise a result in [DEME87] which states that an attribute \( A \in \text{sch}(R) \) is nonprime if and only if \( A \) is a member of the intersection of all the antikeys in \( A(F) \).

The next result establishes the connection between superkeys and antikeys [DEME88].

Proposition 9.10 A set of attributes \( X \subset \text{sch}(R) \) is a superkey for \( R \) if and only if \( \forall Y \in A(F), X \nsubseteq Y \).

In [DEME88] Proposition 9.10 is used to derive an algorithm which computes the set of all keys \( K(F) \) given the set of all antikeys \( A(F) \).

In general, the problem of finding a superkey for \( R \) with respect to \( F \), whose cardinality is less than or equal to a natural number \( k \), is known to be NP-complete [LUCC78, DEME88]. Our next result shows that this problem, known as the superkey of cardinality \( k \) problem, is still NP-complete when \( F \) satisfies the intersection property.
Theorem 9.11 The superkey of cardinality k problem is NP-complete, when F is a set of FDs that satisfies the intersection property.

Proof. The problem is known to be in NP [LUCC78]. It remains to show that the problem is NP-hard.

By [DEME88, Lemma 2.4] the vertex cover problem, which is known to be NP-complete [GARE79], can be reduced to the following problem. Given a set of antikeys for R, say S, such that \( \forall X \in S, |X| = \text{type}(R) - 2 \), solve the superkey of cardinality k problem.

By the remark made after Proposition 9.10 it follows that S can be used to derive the set of keys \( \mathcal{K}(F) \) for some set of FDs F over R. Furthermore, we can assume, without loss of generality, that the set \( \{X \rightarrow \text{sch}(R) \mid X \in \mathcal{K}(F)\} \) is a cover of F. It follows by Proposition 9.9 that S = \( \mathcal{M}(F) \). The result that F satisfies the intersection property now follows by Theorem 9.8. \( \square \)

It is interesting to note that when F is monodependent then the superkey of cardinality k problem can be solved in polynomial time in the size of F [LEVE95b]. This is a corollary of the fact that when F satisfies the split-freeness property then all the keys for R have the same cardinality [LEVE95b].

10 Separatory sets of FDs are monodependent

Several properties of separatory lattices of closed sets are investigated in [DEME92]. In particular when \( L(F) \) is separatory, then \( |\mathcal{K}(F)| = 1 \) and F has a cover whose cardinality is at most \( (\text{type}(R))^2 \) [BISK91, DEME92]. Herein we show that separatory sets of FDs are monodependent. We also give an example of a set of FDs which is monodependent but not separatory.

Definition 10.1 (Separatory set of FDs) A set of FDs F is separatory [DEME92] if it has a cover of the form \( \{X_1 \rightarrow A_1, X_2 \rightarrow A_2, \ldots, X_m \rightarrow A_m\} \), where \( X_1 \subseteq X_2 \subseteq \ldots \subseteq X_m \). We let RHS(F) denote the set \( \{A_1, A_2, \ldots, A_m\} \).

The next lemma is useful in proving the ensuing theorem.

Lemma 10.1 A set of FDs is separatory if and only if it has a canonical cover F of the form \( \{X_1 \rightarrow A_1, X_2 \rightarrow A_2, \ldots, X_m \rightarrow A_m\} \), where \( X_1 \subseteq X_2 \subseteq \ldots \subseteq X_m \) and \( \forall i \in \{1, 2, \ldots, m\}, X_i \cap \text{RHS}(F) = \emptyset \).

Proof. We can assume without loss of generality that \( \forall A \in \text{sch}(R), F \) does not contain distinct FDs of the form \( X \rightarrow A \) and \( Y \rightarrow A \). If this were the case then one of \( X \rightarrow A \) or \( Y \rightarrow A \) is redundant, since either \( X \subseteq Y \) or \( Y \subseteq X \). Next, let \( X \rightarrow A \) be an FD in F.

Claim 1. The FD \( X \rightarrow A \) is not reduced but \( Y \rightarrow A \in F^+ \) is reduced, with \( Y \subseteq X \), if and only if \( X = YZ \), where \( Z \neq \emptyset, Z \subseteq \text{RHS}(F) \) and \( Y \cap \text{RHS}(F) = \emptyset \). (We observe that \( |F| > |Z| \).)
For the *if* part of the claim let \( Z = \{B_1, B_2, \ldots, B_k\} \), with \( k > 0 \). We use an induction on \( k \) to prove the result. For the basis step assume that \( k = 1 \) and thus \( X = YB_1 \). It follows that \( W \subseteq Y \), where \( W \rightarrow B_1 \in F \), since \( F \) is separatory, and also that \( YB_1 \not\subseteq W \). Therefore, on using Armstrong's axiom system, \( B_1 \in C(Y) \) and thus \( A \in C(Y) \) also. Furthermore, \( Y \rightarrow A \) is reduced, since \( Y \cap \text{RHS}(F) = \emptyset \).

For the induction step assume that the result holds when \( |Z| = k \), with \( k > 1 \); we then need to prove that the result holds when \( |Z| = k + 1 \). Let \( V = Y(Z-B_k) \). It follows that \( W \subseteq V \), where \( W \rightarrow B_k \in F \), since \( F \) is separatory, and also that \( V \not\subseteq W \). Therefore, on using Armstrong's axiom system, \( B_k \in C(V) \) and thus \( A \in C(V) \) also. The result follows by inductive hypothesis.

For the *only if* part of the claim consider a nonredundant derivation of \( Y \rightarrow A \) from \( F \) that uses \( n \) FDs, with \( n > 0 \), in the following order: \( Y_1 \rightarrow B_1, Y_2 \rightarrow B_2, \ldots, Y_n \rightarrow B_n \) and \( X \rightarrow A \), all of which are in \( F \). It follows that \( Y_1 \subseteq Y, Y_2 \subseteq YB_1, \ldots, Y_n \subseteq YB_1B_2 \ldots B_{n-1} \) and finally \( X \subseteq YB_1B_2 \ldots B_n \). Therefore, since \( Y \subseteq X \), we have that \( X = YZ \), where \( Z \subseteq \text{RHS}(F) \). It remains to show that \( Y \cap \text{RHS}(F) = \emptyset \). Suppose that this is not the case and hence there is an attribute \( B \in Y \cap \text{RHS}(F) \). Thus there is an FD \( W \rightarrow B \in F \), with \( W \subseteq Y-B \), since \( F \) is separatory, and \( Y \not\subseteq W \). Therefore, on using Armstrong's axiom system, \( B \in C(Y-B) \), contradicting the fact that \( Y \rightarrow A \) is reduced. The claim now follows.

From Claim 1 it follows that we can rewrite \( X \subseteq X_1 \subseteq \ldots \subseteq X_m \) as \( Y_1Z_1 \subseteq Y_2Z_2 \subseteq \ldots \subseteq Y_mZ_m \), where \( \forall i \in \{1, 2, \ldots, m\} \), \( Y_i \cap \text{RHS}(F) = \emptyset \) and \( Z_i \subseteq \text{RHS}(F) \). The result now follows, since by Claim 1 \( \{Y_1 \rightarrow A_1, Y_2 \rightarrow A_2, \ldots, Y_m \rightarrow A_m\} \) is a reduced cover of \( F \), with \( Y_1 \subseteq Y_2 \subseteq \ldots \subseteq Y_m \).

The lattice \( \mathcal{L}(F) \) of closed sets is said to be *separatory* if \( P(\text{sch}(R)) - \mathcal{L}(F) \) is a semilattice, i.e. if it is closed under intersection [GOTT90, LIBK92]. It was shown in [DEME92, Proposition 6.10] that a set of FDs \( F \) is separatory if and only if the lattice of closed sets \( \mathcal{L}(F) \) is separatory. The next result shows that separatory sets of FDs are also monodependent.

**Theorem 10.2** If a set of FDs \( F \) is separatory, then it is monodependent.

**Proof.** Assume by Lemma 10.1 that \( F \) is canonical and has the form \( \{X_1 \rightarrow A_1, X_2 \rightarrow A_2, \ldots, X_m \rightarrow A_m\} \), where \( X_1 \subseteq X_2 \subseteq \ldots \subseteq X_m \) and \( \forall i \in \{1, 2, \ldots, m\} \), \( X_i \cap \text{RHS}(F) = \emptyset \).

By [DEME92, Proposition 6.10] \( P(\text{sch}(R)) - \mathcal{L}(F) \) is a semilattice. Let \( A \in \text{sch}(R) \). It remains to show that \( F(A) \) is a sublattice of \( P(\text{sch}(R)) - \mathcal{L}(F) \), whereupon by Theorem 9.3 \( F \) satisfies the intersection property. If there is no FD in \( F \) of the form \( X \rightarrow A \) then the result follows, since \( F(A) = \emptyset \). So, let \( X \rightarrow A \) in \( F \) be the reduced FD whose right-hand side is \( A \).

We claim that if \( Y \rightarrow A \in F^+ \) is a nontrivial FD, then \( X \subseteq Y \). Suppose that \( X \not\subseteq Y \) and that \( B \in X-Y \). By Proposition 4.1 it must be the case that \( Y \rightarrow X \in F^+ \) and thus \( Y \rightarrow B \in F^+ \) is a nontrivial FD. However, by Claim 1 in the proof of Lemma 10.1 it is also true that \( B \not\in \text{RHS}(F) \) and therefore there cannot be a nontrivial FD in \( F^+ \) whose right-hand side is \( B \), which leads to a contradiction.
The result that $F$ satisfies the intersection property now follows, since we have that $F(A) = [X, \text{sch}(R) - A]$. It remains to show that $F$ satisfies the split-freeness property. Suppose to the contrary that there exist cyclic FDs $XB \rightarrow A$, $YA \rightarrow B \in F^+$, but $Y \rightarrow B \not\in F^+$ and $(X \cap Y)A \rightarrow B \not\in F^+$. We assume without any loss of generality that $YA \rightarrow B$ is reduced. Now, by Claim 1 in the proof of Lemma 10.1 it follows that there is an FD $W \rightarrow A \in F$ such that $B \subseteq W$, due to the fact that $XB \rightarrow A \in F^+$ is a nontrivial FD. Therefore, on using Armstrong's axiom system, $WY \rightarrow B \not\in F^+$. It follows by the intersection property that $Y \rightarrow B \in F^+$, since $A \not\subseteq W$. Hence $YA \rightarrow B$ is not reduced leading to a contradiction of our assumption. The result that $F$ satisfies the split-freeness property follows as required.

As the following example shows a set of FDs may be monodependent but not separatory.

**Example 10.1** Let $F = \{A \rightarrow B, D \rightarrow E\}$, with $\text{sch}(R) = \{A, B, D, E\}$. It can easily be verified that $F$ is monodependent but not separatory.

**11 Concluding Remarks**

Monodependence is a desirable property of sets of FDs when assuming that relations may be incomplete. We have investigated the structure of the lattice of closed sets $\mathcal{L}(F)$ when $F$ is monodependent. As a consequence of this investigation we have shown that monodependent sets of FDs give rise to several desirable properties. Moreover, several difficult problems in relational database theory become tractable when $F$ is monodependent. The connection between lattice theory and relational database theory is important, since it provides us with additional insight into the semantics of data dependencies such as FDs. A lattice-theoretic investigation of MVDs was carried out in [DAY93]. We conclude by giving a brief summary of the main results.

Assume that $F$ satisfies the intersection property. In Theorem 8.2 we show that $\mathcal{L}(F)$ is exchange if and only if the cardinality of all the nonempty equivalence classes of $F$ is maximal. On the other hand, in Theorem 8.3 we show that $\mathcal{L}(F)$ is antiexchange if and only if the cardinality of all the nonempty equivalence classes of $F$ is minimal, i.e. it is one.

In Theorem 9.3 we give a characterisation of the intersection property in terms of the existence of certain distributive sublattices of $\mathcal{L}(F)$. In Corollary 9.5 we show that the cardinality of $\mathcal{M}(F)$ is at most $m$, where $m = (\text{type}(R))$. Thus an Armstrong relation having $m + 1$ tuples can be generated. In Corollary 9.7 we show that the prime attribute problem can be solved in polynomial time in the size of $F$. In Theorem 9.8 we show that $F$ satisfies the intersection property if and only if the cardinality of each element in $\mathcal{M}(F)$ is greater than or equal to $\text{type}(R) - 2$. Using this result we are able to show in Theorem 9.11 that the superkey of cardinality $k$
problem is still NP-complete, when F is restricted to be a set of FDs that satisfies the intersection property. Finally, in Theorem 10.2 we show that separatory sets of FDs are monodependent.
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