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Abstract

In the last years personnel cost became a huge factor in the financial management of many companies and institutions. The firms are obligated to employ their workers in accordance with the law prescribing labour rules. The companies can save costs with minimizing the differences between the real and the expected worktimes. Crew rostering is assigning the workers to the previously determined shifts, which has been widely studied in the literature. In this paper, a mathematical model of the problem is presented and a two-phase graph coloring method for the crew rostering problem is introduced. Our method has been tested on artificially generated and real life input data. The results of the new algorithm have been compared to the solutions of the integer programming model for moderate-sized problems instances.
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1 Introduction

In certain areas of the industry, the workers’ work is performed not in a fixed order. The work activities are organized into shifts, which may vary in duration, time of the day and other properties. In generally, every worker has a contract with a defined expected worktime and a base salary for that, hence the overtime or the undertime is a large-scale extra cost for the company. In the life of the companies, the human cost is a significant part of the complete budget, hence they want to employ the workers in the most efficient way. In most cases, the scheduling of the workers has two different steps (see Figure 1.). The first is the crew scheduling which means that the daily tasks are catenated into shifts so that each shift must meet the law constraints. The second step is the crew rostering. In this step the question is that how to assign the crew members to shifts for a work period called planning period which is typically being 1-3 month long. This study concentrates...
on the rostering phase. It is important to note, that our solution is a proof of concept, even though it is possible to extend the core of the method with more complicated regulations. The objective of this paper is to show the efficiency of the core algorithm with basic regulations which are mostly used internationally as we did not intend to give a country specific solution. In real life applications very specific regulations are applied in several cases, such as the constraint of the travel time from home, or fair distribution of popular and not popular shifts can be also taken into account[2]. In summary, in real life environment the solution for crew rostering must meet some European Union and local regulations as well as the preferences of the workers.

There are two different cases concerned in the workers-shifts assignment. In the first case the companies assign an optimal number of crew members to the predefined daily shifts minimizing the total cost. In the second case there is a given set of workers and the firm assigns the shifts to them in a most efficient way. In this paper we deal with the first case i.e. we have shifts and the main goal is to minimize the overall cost.

The crew rostering problem is based on the generalized set covering model. Dantzig was the first who dealt with its mathematical application [7]. The crew rostering problem is NP-hard therefore it is generally considered that exact solution is not realistic to produce in the case of real life size problems. [12, 21, 18, 20, 25] By the above reason as a consensus of theory and practice, heuristic algorithms are used. The crew rostering solution methods have a quite rich literature, several overviews are available [4, 9, 22, 24, 10, 27]. The literature provides numerous examples of the issue, among which the most significant ones are the airline crew rostering [15], railway crew scheduling [17] and the driver scheduling [1, 19]. In the literature, the studies are generally grouped around the related application areas. These solutions need to correspond to the regulations of the company as well as to the ”national norms”. In most cases the regulations are different in each area, for instance the qualifications of the workers are handled in different ways in airline crew rostering, while in driver rostering it is usually ignored. These regulations are formalized as constraints which usually have two different types. A hard constraint must not be violated, while in a case of a soft constraint it is allowed with being penalized by some extra cost. For example single workday in a long days-off period or work in a requested days-off can be handled by soft constraints. In this paper, we only deal with hard constraints but the model and methodology can be easily extended to soft constraints with using appropriate penalties in the objective function.
Taking into consideration the basic regulations of all the significant areas (typically regulated in national laws) we have applied the following constraints:

1. A worker can have maximum one shift in one day.
2. There is a minimum rest time between two shifts.
3. There is a maximum total worktime during one week.
4. There is a minimum number of days-off in one month.
5. There is a maximum number of consecutive workdays.

Every worker has a contract which determines the expected worktime. The difference between this defined worktime and the length of the shifts may produce overtime or undertime. For overtime the worker receives extra payment above the basic salary. However, the basic salary must be paid even in the case of undertime. Therefore the human resource extra cost on the schedules shifts can be optimised through minimizing the overtime.

In this paper, we give a new heuristic solution method based on graph coloring which fits to many application area. Our algorithm has two main steps. In the initial rostering, the algorithm estimates the number of workers, builds a conflict graph from the shifts, and generates days-off pattern for every worker. One of the key innovations of the method is to generate days-off patterns which meet the basic regulations and create a frame for the problem, and to get the additional free days indirectly from the tabu search method. Afterwards the graph is colored, so an initial rostering is created by a modified greedy algorithm. When an initial solution is generated the graph is iteratively recolored with a tabu search method to reduce the cost. An important part of the method is to balance the shifts among workers to create a solution where workers are close enough to their expected workload. The results of the algorithm have been compared to the results of the integer programming model with moderate problem size. These results show that our algorithm is efficient and robust. Our solution is a wireframe for the general crew rostering problem, however we tested our method in a real-life application area of the driver rostering case. In the next two sections the crew rostering problem is defined and the mathematical model of the problem is introduced. Finally, in Section 4 and 5 our heuristic method and the test results will be presented.

2 Problem formulation

The crew rostering problem is formally defined as the following. Let $C$ be the set of workers. The set of shifts denoted by $S$ which needs to be carried out. A shift is composed of a series of daily tasks. A shift is defined by its date, starting and ending time in the day, duty time (i.e. the time between the starting and ending time), and the working time. The working time might differ from the duty time since a shift may contain idle periods when the worker does not work. The aim
is to assign the crew members to the shifts with minimal cost. Consequently, let \( f = S \rightarrow C \) be an assignment where the shifts are covered by the workers where exactly one worker assigned to each shift.

Let \( ct(i) \) be the contract type of worker \( i \). The type of the contract defines the prescribed worktime in average for a single workday. Let \( aw(ct) \) denote the expected daily working hours by contract type \( ct \). Based on the contract it is possible to calculate the expected worktime in the planning period. For example in our case, every crew member has a contract which defines eight working hours per day. In our model, the type of the contract is a parameter, therefore it is possible to deal with different contract types also. The expected worktime can be defined in the following way:

\[
\text{expected worktime}(i) = \text{number of workdays} \times aw(ct(i)) \quad i \in C
\]  

The basic employment cost is based on workers’ expected worktime defined by their contract. So in optimal case every worker will work according to her/his expected worktime. However, in case of working over the expected worktime, employers have to provide extra salary for this overtime. Therefore, the cost is the following:

\[
\text{cost} = \alpha \times \text{overtime} + \beta \times \text{employment cost}
\]

where \( \alpha \) and \( \beta \) are pre-defined weights. In a real problem these multipliers can adjust the different costs to the preferences of the company. Following the practice we suppose that the employment cost is proportional to the working hours prescribed by the contract type. Hence, the objective function will consider in the minimization both the overtime and the number of workers. We also assume that the planning period \( P \) is fixed (typically 1-3 months) and all the rules having no specified time period (e.g. the average working time) are considered with respect to \( P \); with this approach we follow the practice as well.

3 Mathematical model

Let \( D \) be the set of the days, \( \text{Week} \) the set of the weeks and \( \text{Mon} \) the set of the months in the given planning period. Consequently \( D^\text{Week} \) denotes the days of the week \( w \) and \( D^\text{Mon} \) is the days of the month \( m \). Meanwhile the length of the planning period (the number of days) is defined by \( l \), and let \( l_m \) be the number of days in the month \( m \). The set of the workers is denoted by \( C \), and the set of shifts by \( S \) where \( S_p \) is the set of shifts on day \( p \). Let \( SS_{jk} \) is a compatibility relation between the shifts, where its value is 1 if shift \( j \) and shift \( k \) can be assigned to the same worker, and 0 otherwise (can be used to define Rule 2). Let \( WT \) be the maximum worktime on a week (for Rule 3), \( WD \) be the maximum number of consecutive workdays (for Rule 5) and \( D^p_{WD} \) be such number of the consecutive days beginning from day \( p \) (\( WD + 1 \) \text{ days in a row}). The minimum number of days-off is denoted by \( RD \) (for Rule 4). Let the expected worktime in a month be \( aw(ct(i, m)) \),
where \( m \in Mon \) and \( i \in C \). In order to minimize the number of workers let \( cc(i) \) be the operational cost of worker \( i \), i.e. the base salary. Let \( wt(j, p) \) be the worktime of shift \( j \) on day \( p \). Finally let \( \alpha \) be the weight of the overtime and \( \beta \) be the weight of the employment cost. We need the following variables to define the model:

Driver \( i \) assigned to shift \( j \):

\[
x_{ij} \in \{0, 1\} \quad \forall i \in C, \forall j \in S
\]  
(3)

Driver \( i \) works on day \( p \):

\[
z_{ip} \in \{0, 1\} \quad \forall i \in C, \forall p \in D
\]  
(4)

Driver \( i \) works in the planning period:

\[
y_i \in \{0, 1\} \quad \forall i \in C
\]  
(5)

Overtime of worker \( i \):

\[
\pi_i \geq 0 \quad \forall i \in C
\]  
(6)

The constraints of the integer programming model are the followings:

Exactly one worker is assigned to each shift.

\[
\sum_{i \in C} x_{ij} = 1 \quad \forall j \in S
\]  
(7)

There is at most one shift assigned to worker on a given day.

\[
\sum_{j \in S_p} x_{ij} = z_{ip} \quad \forall i \in C, \forall p \in D
\]  
(8)

An employee works in the planning period if he/she has at least one shift.

\[
\sum_{p \in D} z_{ip} \leq ly_i \quad \forall i \in C
\]  
(9)

The following constraint excludes the possibility of assigning two incompatible shifts to a worker.

\[
x_{ij} + x_{ik} \leq SS_{jk} + 1 \quad \forall i \in C, \forall j, k \in S
\]  
(10)

The worktime must not exceed the maximum working time in any week.

\[
\sum_{p \in D_w} \sum_{j \in S_p} x_{ij} wt(j, p) \leq WT \quad \forall i \in C, \forall w \in Week
\]  
(11)

A worker can have at most the maximum number of consecutive shifts.

\[
\sum_{p \in D_w} z_{ip} \leq WD \quad \forall i \in C, \forall q \in D
\]  
(12)
At least the required number of days-off have to be given for each worker in a month.

\[ \sum_{p \in D_{m}} z_{ip} \leq l_{m} - RD \quad \forall i \in C, \forall m \in Mon \quad (13) \]

Let us define the overtime.

\[ \sum_{m \in Mon} \left( \sum_{p \in D_{m}^{Mon}} \sum_{j \in S_{p}} x_{ij} wt(j, p) - aw(cl(i, m)) \right) \leq \pi_{i} \quad \forall i \in C \quad (14) \]

The objective function minimizes the sum of the weighted overtime and the operational cost.

\[ \min \sum_{i \in C} (\alpha \pi_{i} + \beta y_{i} cc(i)) \quad (15) \]

The mathematical model is a good approach if the problem is relatively small because it gives an exact solution for the problem. Unfortunately in real life there are often too big problems for these solution methods therefore in most cases the companies use heuristics.

4 Heuristic method

Our algorithm is a two-phase graph coloring method (TPC), where in the first step an initial rostering is produced with a graph coloring procedure and in the second step this rostering is improved with the over- and undertime being minimized by tabu search. M. Gamache et. al [11] developed a method, where graph coloring algorithm based tabu search was used for scheduling pilots. These pilots have qualification and the objective is to find a feasible solution in a pre-specified workload interval. Nevertheless, in the literature tabu search method is a widely used technique especially in bus driver scheduling or rostering. Some example papers using tabu search to solve the scheduling problem (defining the shifts) are [6, 26], but the method was also successfully applied for laboratory personnel scheduling problems [3]. However, in our case both the problem and the solution method are different by two reasons: the regulations are different and here days-off patterns are used. Furthermore, we will give a general solution method for the crew rostering, serving as a framework to be specialized to several fields. In our approach by its universality and flexibility, days-off patterns will be applied with a k-coloring algorithm.

The TPC has the following steps:

1. Initial rostering.
   a. Estimate the number of workers.
   b. Generate days-off patterns.
   c. Build a conflict graph.
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1. Color the graph.

2. Tabu Search to improve the solution.

The initial rostering determines the number of workers, the days-off patterns and the initially colored graph. First, the algorithm estimates the optimal number of workers and for each worker generates a days-off pattern. These patterns will define whether a worker can work on a day or not. In the last two steps of the initial phase the conflict graph is built and colored. In most cases the cost of the initial rostering can be improved, therefore in the second phase the method switches the shifts between the workers with a local search method in order to minimize the cost of the rostering.

It is important to note that in our heuristic the objective function is divided into two parts (see Formula 2). The algorithm tries to minimize the number of workers in the initial phase, while the recoloring step is to minimize the overtime. A feature of the heuristic that we get better solution if we also minimize the undertime: we will see below that it is an equivalent approach with respect to Formula 2 and it will provide a solution in which the workload will be balanced among the employees.

Nevertheless, the general cost function of the method is based on the overtime and undertime only. Since the employment cost is proportional to the working hours by contract (expected worktime), we will see that Formula (2) is equivalent to the weighted linear combination of overtime and undertime. Formally, the overtime and the undertime definition and the cost of the heuristic are the following.

\[
\text{overtime} = \sum_{i \in C} \max (0, \text{worktime}(i) - \text{expected worktime}(i)) \tag{16}
\]

\[
\text{undertime} = \sum_{i \in C} \text{abs} (\min (0, \text{worktime}(i) - \text{expected worktime}(i))) \tag{17}
\]

\[
\text{cost} = \alpha' \ast \text{overtime} + \beta' \ast \text{undertime} \tag{18}
\]

In order to clarify the equivalence of Formulas (2) and (18), notice that the total worktime required by the shifts (the sum of the worktime of all the shifts) in the whole planning period is a constant. Therefore it is easy to see that in any solution the expected worktime is equal to \((\text{total worktime} - \text{overtime} + \text{undertime})\). By this we obtain for Formula (2):

\[
\text{cost} = \alpha \ast \text{overtime} + \beta \ast (\text{total worktime} - \text{overtime} + \text{undertime}) \tag{19}
\]

Then \((\beta \ast \text{total worktime})\) is a constant and provides the basic theoretical lower bound in the cost. Therefore \(\alpha' = \alpha - \beta\) and \(\beta' = \beta\) will make Formulas (2) and (18) equivalent from optimization point of view with (18) expressing the extra cost above the basic theoretical lower bound.
4.1 Initial rostering

4.1.1 Estimate the number of workers

At first, the initial set of workers ($C^*$) needs to be defined wherewith the shifts can be effectively covered. The number of these workers can be estimated for the planning period using the total worktime of the shifts and the contracts of the workers. In our case we concern "uniform workers" meaning that they have the same type of contracts, i.e. their expected worktime is the same. Basically, we suppose that the planning period is one or a few months (typically 1-3 months). This assumption is general in real life situations, but it can be easily relaxed to any length of the planning period. Therefore, the number of the crew members for a given contract type $ct$ is given by the following way:

$$|C^*| = \text{round}\left(\frac{\text{total worktime}}{aw(ct) \times \text{number of workdays}}\right)$$

Practically, an initial set of workers is given in such a way that the expected worktime is assigned to all of the workers determined by the contract type in every day of working. In this way, the estimated number will be the cardinality where the difference of the total worktime and the expected worktime for this set is minimal.

A trivial lower bound for the number of workers can also be given by the number of the shifts on the busiest days, since one crew member can have at most one shift a day. Furthermore, if the estimated number of workers is known, a theoretical lower bound ($LB^{ot}$) for the overtime can be given by the following way:

$$LB^{ot} = \max(0, (\text{total worktime} - |C^*| \times aw(ct) \times \text{number of workdays}))$$

It is clear that with a given set of workers $LB^{ot}$ is correct since the overtime is minimal in this case if every worker has workload at least according to his/her contract.

4.1.2 Generate days-off patterns

In some areas, it may be necessary to pre-specify days for a worker in advance when he or she does not work (called days-off) in the planning period (called days-off pattern). Some example for the usage of days-off patterns can be found in the literature [23, 8]. It is a widely accepted and used methodology to generate a days-off for the workers in the crew rostering. The advantage of the days-off patterns is that the days-off requested previously by the workers can be taken into account, as well as the 4th (minimum number of days-off in one month) and 5th (maximum number of consecutive workdays) rules are fulfilled here, so we do not have to concern these in the latter phases.

Days-off patterns define different fixed free days for each worker. We tried 3 different methods to generate the days-off patterns. At first we generated random patterns as presented in Table 1. The days-off are generated by weighted random generator which consider the number of the shifts on the days and Rule 4 and
Rule 5. On days with higher shift load the workers received a day off with lower probabilities than those days where lower number of shifts are. To formalize the probability let $|C^*|$ be the estimated number of workers and $S_j$ denote the set of the shifts on the day $j$, the probability of the days-off on the day $j$ is given by $1 - (|S_j|/|C^*|)$; if the generated days-off pattern doesn’t meet with the rules, we insert additional free days into the pattern randomly. The pattern vector is generated for every worker one by one.

<table>
<thead>
<tr>
<th>Worker</th>
<th>Mon</th>
<th>Tue</th>
<th>Wed</th>
<th>Thu</th>
<th>Fri</th>
<th>Sat</th>
<th>Sun</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

The second tested pattern type was the so called 5-2 pattern (see Table 2). Here, the workers get two days-off after each consecutive five workdays. These days-off patterns repeat a seven days long sub-pattern along the planning period such that if the sub-pattern starts at day $j^*$ then from day $j^*$ to day $j^*+4$ the days are workdays and days $j^*+5$ and $j^*+6$ are days-off. The next pattern shifts the sub-pattern forward with one day. Therefore, seven different patterns are generated from this days-off pattern type. The 5-2 pattern seemed to be appropriate, since a week usually contains 5 workdays and 2 days off. Hence, if everyone will work by this 5-2 pattern, then their working hours are likely close to their expected worktime. It is clear that the 5-2 days-off patterns also meet the defined hard constraints.

We found that the random and the 5-2 patterns are too rigid and greedy with producing too much exclusion in the first phase. This means that during the graph coloring the days-off patterns exclude too many workers on days where they could possibly work.

To overcome this problem the third pattern type defines minimal fixed days-off considering the rules. Thus, we propose a 6-1 days-off pattern which means that the workers get one fixed days-off after every six consecutive workdays. These patterns are generated with the same method as 5-2 patterns, but in the sub-pattern from days $j^*$ to $j^*+5$ are workdays and day $j^*+6$ is days-off (see in Table 3). This pattern meets both the minimal free days rule (Rule 4) and the maximal consecutive workdays (Rule 5) based on the European regulations (see in Section 5). It causes only a few exclusion during the graph coloring. Also, the tabu search will have a relatively big state space. Naturally, the pattern defines only fixed days-off and in the last phase we may get automatically some additional days-off in the
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Table 2: 5-2 days-off patterns

<table>
<thead>
<tr>
<th>Worker</th>
<th>Mon</th>
<th>Tue</th>
<th>Wed</th>
<th>Thu</th>
<th>Fri</th>
<th>Sat</th>
<th>Sun</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5.</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6.</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7.</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The final solution: when the workers are not assigned to a shift they automatically have a day off. Because of the days-off patterns, the 4th and 5th rules do not need to be taken into account later in step 2. In the Table 2 and Table 3 it is enough to give the day-off patterns for the first seven workers, since if \( i \) and \( j \) are the indexes of the workers, and positive integers, furthermore \( i \equiv j \mod(7) \) then the \( i \)−th and \( j \)−th workers have the same days-off pattern.

Table 3: 6-1 days-off patterns

<table>
<thead>
<tr>
<th>Worker</th>
<th>Mon</th>
<th>Tue</th>
<th>Wed</th>
<th>Thu</th>
<th>Fri</th>
<th>Sat</th>
<th>Sun</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5.</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6.</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7.</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

4.1.3 Build a conflict graph

Let \( G = (V, E) \) be a graph so called conflict graph, where every shift in the planning period is a vertex of the graph. There is an edge between two vertices if the corresponding shifts must not be performed by the same worker. For example if the time between two shifts is less than defined by the 2nd rule or they are on the same day.

To understand the graph building let us see an example. Let the initial input of two days with 8 shifts is prescribed in Table 4. The shifts of each day compose cliques. There are 3 additional edges between them (1-5,1-6,3-5) because the time period between these shifts is less than the required one by Rule 2 (general value is 12 hours what we use here too). The generated graph is presented by Figure 2.
Table 4: Example shifts with their date, startin and ending time in minutes (0-1440 a day), and the contained working time in minutes.

<table>
<thead>
<tr>
<th>Id</th>
<th>Date</th>
<th>Begin</th>
<th>End</th>
<th>Worktime</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2016.01.01</td>
<td>889</td>
<td>1411</td>
<td>522</td>
</tr>
<tr>
<td>2</td>
<td>2016.01.01</td>
<td>540</td>
<td>984</td>
<td>444</td>
</tr>
<tr>
<td>3</td>
<td>2016.01.01</td>
<td>714</td>
<td>1135</td>
<td>421</td>
</tr>
<tr>
<td>4</td>
<td>2016.01.01</td>
<td>237</td>
<td>713</td>
<td>476</td>
</tr>
<tr>
<td>5</td>
<td>2016.01.02</td>
<td>396</td>
<td>850</td>
<td>454</td>
</tr>
<tr>
<td>6</td>
<td>2016.01.02</td>
<td>454</td>
<td>992</td>
<td>538</td>
</tr>
<tr>
<td>7</td>
<td>2016.01.02</td>
<td>702</td>
<td>1138</td>
<td>436</td>
</tr>
<tr>
<td>8</td>
<td>2016.01.02</td>
<td>814</td>
<td>1327</td>
<td>394</td>
</tr>
</tbody>
</table>

4.1.4 Color the graph

Node coloring of a graph means assigning a color to each node in such a way that every neighboured node has different color. A coloring of the conflict graph gives a rostering for the problem if one color corresponds one worker. This rostering is correct since it fulfills the defined rules: Rule 1 and Rule 2 are guaranteed by the structure of the conflict graph, Rule 4 and 5 are fulfilled by the days-off pattern and Rule 3 is handled in the coloring. If we set the ending time of the vertices to the maximum of the increased value by the time of the 2nd rule and that of the end of the day, then we will obtain an interval graph. [16] There is efficient algorithm to color interval graph [14], but due to the extra restrictions of the crew rostering problem it becomes NP-hard. A good overview of the problem written by Kolen et. al [28]. Such a k-coloring algorithm is needed while adding a new color is possible. The initial estimation of the number of workers is usually correct, but some extraordinary inputs, e.g. shifts with too short worktime, result such a graph that could not be colored with the estimated number of colors. Therefore we used the DSATUR algorithm which is effective and can be easily adopted to our needs (see Brelaz [5]) with coloring the nodes by their saturation values (saturation of a vertex represents the number of different color classes in its neighbourhood). Each
coloring iteration chooses the node with the highest saturation value and chooses the color where the corresponding worker is in maximum undertime. It starts with the estimated number of colors (i.e., worker) and adds new color if it is necessary (i.e., no available worker for a shift).

Algorithm 1 Graph coloring.

1: While there is an uncolored vertex
2: Let $v$ be the next uncolored vertex with the maximal saturation value
3: If there is an equal saturation we choose the vertex with maximal degree
4: $C \leftarrow$ available colors where the regulations are not violated
5: Choose available color $c \in C$ (i.e., worker) with the lowest worktime.
6: If $c$ does not exist let $c$ be a new color.
7: Assign $c$ to $v$.
8: for each $v_n \in$ neighbours of $v$ do
9: $v_n \leftarrow$ update saturation value
10: end for
11: end while

The graph coloring gives an initial solution which meets the given constraints and assigns a worker to every shift. Since the real working time of each worker and their expected worktime is known, the initial cost can be calculated.

4.2 Tabu Search

The tabu search was introduced by Glover in 1986 and it is one of the most famous local search techniques [13]. The state space of the tabu search denoted by $SL$ consists of all the feasible coloring patterns in the conflict graph. Each state is a coloring and the objective function has to be minimized on $SL$. The algorithm visits solutions $s_{l_0}, s_{l_1}, \ldots, s_{l_n} \in L$, where $s_{l_0}$ is the initial solution produced by the graph coloring and $s_{l_{i+1}} \in N(s_{l_i})$ with $N(s)$ denoting the set of neighbours of $s$. The next neighbour is chosen by a first fit method meaning that the first neighbouring solution is chosen being better than the actual solution and the neighbours are in a random order. Steps chosen in one step are stored in the tabu list denoted by $TL$. The steps in the list are forbidden to repeat. The neighbours of a solution $s$ are defined by using the following operations:

1. Recoloring of a vertex: Another color is given to a vertex of the graph. It means that a shift is taken away from a worker and given to another one permitted by the constraints.

2. Swapping the colors of two vertices: The colors of two vertices are switched, therefore shifts are swapped between two workers in a way that both of them receive a shift which they can carry out with keeping the constraints.

The algorithm tries to change or swap a shift between the colors of the most undertimed worker and the most overtimed worker. After carrying out the vertex
recoloring or the vertex swapping, the step is added to the tabu list. So the moves are stored in the tabu list instead of the states. The elements spend a specified number of iterations in the tabu list, and if the length of the tabu list is greater than the max allowed iteration for an element on the list, then the oldest element which took the longest time on the TL, will be deleted from it. Pseudocode is given in Algorithm 2.

Algorithm 2: Tabu search.

1: \( s_0 \leftarrow \text{initial solution} \)
2: \( TL \leftarrow \emptyset, s \leftarrow s_0, \text{best} \leftarrow s_0 \)
3: while stopping criteria do
4: \( E \leftarrow \text{workers ordered by worktime} \)
5: for each \( e_1 \in E \) from undertimed to overtimed order do
6: for each \( e_2 \in E \) from overtimed to undertimed order do
7: \( s^* \leftarrow \text{the first recoloring or swap between } e_1 \text{ and } e_2 \text{ where } \text{cost}(s^*) < \text{cost}(s) \text{ and move}(s,s^*) \notin TL \text{ and goto line 10} \)
8: end for
9: end for
10: if \( s^* \) not exist then
11: \( s^* \in N(s) \text{ the first solution where } \text{move}(s,s^*) \notin TL \)
12: end if
13: if \( \text{cost(best)} > \text{cost}(s^*) \) then
14: \( \text{best} \leftarrow s^* \)
15: end if
16: \( TL \leftarrow TL \cup \text{move}(s,s^*) \)
17: if \( TL \text{ size} > \text{max size of tabu list} \) then
18: Remove the oldest element from TL which took the longest time on the list
19: end if
20: \( s \leftarrow s^* \)
21: end while

Multiple methods can be applied as stopping criteria. In most cases, the criteria is based on the iteration number or on the time bound. In our case, the algorithm stops if it can not find a better solution within a certain number of iteration.

5 Test results

In this section we will introduce the specific regulations for our case study, the test cases and the results of our algorithm. The algorithm was implemented in Java language, and IBM Cplex 12.4 software was used to solve the integer programming part (see Section 3).
The heuristic was run on the following computer:

- Processor: Intel Core i7 970 3.2Ghz
- Memory: 14Gb.
- Operation System: Microsoft Windows 7 Enterprise 64bit

Since the problem definition ignores the personal conditions i.e. illness or holiday, usually the rostering method is a part of a decision support system and the members of the crew are fictive workers. One roster is just the duty which can be performed by one worker following the rules. Therefore, the rostering problem deals with driver types. In this study, one driver type is used but it can be extended several different worker types. Although the presented method is general for any crew rostering problem, we tested it with rostering of bus drivers of a city public transport company. In our case every driver had a contract of 8 hours of worktime with respect to an average workday. The planning period (the timeframe with respect to which the average daily working time should be 8 hours) was 1 month. The following regulation constraints were used for our test cases, as being the general rules in the driver rostering area:

- The minimum rest time between two shifts lasts for 12 hours (Reg. 2)
- The worktime must be less than 48 hours in a week (Reg. 3.)
- Drivers must have at least 4 free days in a month (Reg. 4.)
- The number of the maximum consecutive workdays is 6 (Reg. 5.)

The stopping criteria of the algorithm is given in a way that it ends when no improvement in solutions is found after 200 iterations, or when drivers with under- or overtime left only. In the objective function of the mathematical model $cc(i)$ was defined by the expected worktime, and we set $\alpha = 2$ and $\beta = 1$. We evaluated the methods with Formula (18) during the testing, where $\alpha' = 1$ and $\beta' = 1$ by the notes following the definition of the formula. We have chosen this case as the typical example when overtime dominates the cost function. The use of parameters $\alpha$ and $\beta$ makes our approach flexible: if we consider the above natural case ($cc(i)$ being the expected worktime), then practically $\beta = 1$ and $1 \leq \alpha \leq 2$. Since our goal is to show the applicability of the method as a proof of concept, we made our testing on the above basic case.

The algorithm was tested on real-life problems and on randomly generated data. The real-life instances came from the bus driver scheduling department of the local city bus company Szeged, a mid-size city of Hungary. The artificial problem instances are generated in such a way that the properties of the shifts reflect the characteristics of real life data. The shift distributions of the generated samples are the same with the following properties of the generated shifts:
• Worktime is between 7 and 9 hours.

• Duty time is between 6 and 10 hours.

• The division of the shifts on a day follows the normal distribution.

The tests on the generated inputs were running in five problem groups of different size and we also tested our algorithm on a real world input (25,50,75,100,200,real). In this context by the size we mean the number of shifts on the most loaded days of the planning period. The workdays are considered with the maximal number of shifts, while weekends are generated with approximately 80-90% of this maximum. The time limit of the CPLEX was 8 hours in each case.

Table 5: Test results on size (5, 50, 75, 100, 200, real )

<table>
<thead>
<tr>
<th>Input</th>
<th>Lower bound</th>
<th>Cost</th>
<th>Time</th>
<th>Cost</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5</td>
<td>50</td>
<td>75</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>gen25_1</td>
<td>4807</td>
<td>4807</td>
<td>3.2</td>
<td>4900</td>
<td>18.77</td>
</tr>
<tr>
<td>gen25_2</td>
<td>4658</td>
<td>4658</td>
<td>3.6</td>
<td>4691</td>
<td>495.2</td>
</tr>
<tr>
<td>gen25_3</td>
<td>1825</td>
<td>1825</td>
<td>4.1</td>
<td>1855</td>
<td>154.8</td>
</tr>
<tr>
<td>gen25_4</td>
<td>4371</td>
<td>4371</td>
<td>3.1</td>
<td>4457</td>
<td>22.96</td>
</tr>
<tr>
<td>gen25_5</td>
<td>4815</td>
<td>4815</td>
<td>5.4</td>
<td>4911</td>
<td>11.81</td>
</tr>
<tr>
<td>gen50_1</td>
<td>3359</td>
<td>3359</td>
<td>5.4</td>
<td>3415</td>
<td>875.1</td>
</tr>
<tr>
<td>gen50_2</td>
<td>2581</td>
<td>2581</td>
<td>15.2</td>
<td>2581</td>
<td>844.8</td>
</tr>
<tr>
<td>gen50_3</td>
<td>3000</td>
<td>3000</td>
<td>10.4</td>
<td>3047</td>
<td>1102.34</td>
</tr>
<tr>
<td>gen50_4</td>
<td>1671</td>
<td>1671</td>
<td>4.8</td>
<td>1696</td>
<td>1252.78</td>
</tr>
<tr>
<td>gen50_5</td>
<td>1925</td>
<td>1925</td>
<td>10.3</td>
<td>1960</td>
<td>1529.56</td>
</tr>
<tr>
<td>gen75_1</td>
<td>2861</td>
<td>2861</td>
<td>50.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen75_2</td>
<td>4051</td>
<td>4051</td>
<td>65.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen75_3</td>
<td>3809</td>
<td>3809</td>
<td>88.9</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen75_4</td>
<td>90</td>
<td>100</td>
<td>79.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen75_5</td>
<td>4682</td>
<td>4682</td>
<td>65.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen100_1</td>
<td>3261</td>
<td>3361</td>
<td>124.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen100_2</td>
<td>987</td>
<td>2581</td>
<td>145.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen100_3</td>
<td>1663</td>
<td>3000</td>
<td>160.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen100_4</td>
<td>1671</td>
<td>1671</td>
<td>121.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen100_5</td>
<td>1925</td>
<td>1925</td>
<td>130.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen200_1</td>
<td>3564</td>
<td>3564</td>
<td>420.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen200_2</td>
<td>4895</td>
<td>4895</td>
<td>321.2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen200_3</td>
<td>3771</td>
<td>3771</td>
<td>345.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen200_4</td>
<td>2930</td>
<td>3930</td>
<td>329.8</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>gen200_5</td>
<td>2029</td>
<td>2029</td>
<td>298.3</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>volan_real</td>
<td>4897</td>
<td>4897</td>
<td>9.87</td>
<td>5012.87</td>
<td>21418.56</td>
</tr>
</tbody>
</table>
The results of TPC are compared to the lower bound (see Section 4.1.1) and the solution of the IP, see Table 5. It can be stated that in most cases our algorithm produced low running time and good solutions for each test case. The time complexity is found much higher for the IP than the heuristic in all cases. Though heuristic can not guarantee optimal solution, but in practical situations the running time is also an important aspect. However, as the problem size increased the running time of IP became unacceptable.

As the test cases have shown, the iteration number was high enough to reach the lower bound in most cases. The IP was running with a relative gap of 2% in a case of the generated input and 4% in a case of the real input which means the IP stopped when the actual solution was maximum of 2% and 4% distance from the optimal solution. The above fact explains why the costs of the IP are slightly higher than that of the TGPM.

The real input consisted of approximately 4000 shifts in a one month planning period, i.e. approximately 120-140 shift per each workday. The number of the working drivers in the final solution was 150. The results of the real input were tested with the integer programming model, the results of the IP can be found in the last row of the table. With the TPC the problem could be solved with the estimated number of drivers in every case. We obtained that TPC is able to handle relatively large inputs producing good quality feasible solutions in reasonable running time. Furthermore, in the majority of the test cases, our method has reached the theoretical lower bound.

6 Conclusion and future works

In this paper important aspects of the crew rostering in the scheduling of bus drivers were introduced. First a mathematical model of the problem was defined. Then we proposed the TPC method for the crew rostering problem, which is a proof of concept dealing with some general international regulations. In the initial phase a preliminary rostering is constructed. First the number of workers is estimated, then days-off patterns are generated, and a conflict graph is built. Lastly, to produce an initial rostering, the graph is colored with the estimated number of colors, where each color refers to an worker. In the second phase, a tabu search method recolors the graph to reduce the cost by minimizing the total undertime and overtime. Our method has been tested with artificially generated and real life instances. The real instances belongs to the local public transport company of Szeged. For moderate sized problems, the results of the presented algorithm have been compared to the solutions of the appropriate integer programming model and to a lower bound. TPC produced a satisfactory running time, reached the lower bound in most cases and returned a feasible solution in all cases. In the future the running time could be improved with other methods such as paralell programming and additional regulations could be taken into account in the conflict graph with additional edges, or with penalties in the objective function.
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