A"maximm‘n-séléct‘or deSign in Codd-ICRA celluiar automaton

By D. V. TaKAcs

I. The Codd-ICRA cellular automaton

Introduction

. The idea of the cellular automaton is created by John von Neumann [4], in 1948.

The cellular automaton-is a set of identical, synchronized, finite, deterministic
automata — called cells — connected by a homogeneous pattern. The cells directly
connected with a certain cell, called neighbours of the latter one, and the state of
a cell in a certain time step depends only on its own state and its neighbours state
~ in the last time step. The function, which governs this dependence, is called transi-
tion function.

In 1968 E. F. Codd published in his book Cellular Automata [1] a transition
function in explicite form. This and hls construction’s techmques were our starting
points in the Hungarian ICRA team since 1971.

We modified in some measure the Codd’s transition function and techmques
keepmg the main principles of the Codd-type cellular automaton. This new version
is named Codd-ICRA .cellular automaton. :

The work of the ICRA team was motivated by practlcal purposes Accordmgly
with the present technologies, it’s not hopeless anymore- the industrial producing
such microelectronical circuits, which are the implementation of the Codd-ICRA
cells. Therefore, one gets the possibility for constructing a new type of computer,
constituted by-cells only, in which-the following advantages would be joined

— absolutely parallel working,

— hierarchiless,

— production homogeneity,

— flexible connection,

— flexible transformation,

— high speed,

— simple extensibility, ’

— absolute invertability of the software with the hardware,

— the manufacturing use of the selfreproducing ability.
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Now let us introduce a bit formally the basic concepts of cellular automata.
After having these, we show some Codd-ICRA techniques. Finally, we present
a possible maximal number selector designed as a Codd-ICRA automaton.

Cellular automata and Codd-JICRA automaton

A cellular automaton consists of a collection of identical cells occupying a certain
set of “places” I, and at each time step they change their states belonging to a finite
set of possible states S, and this change takes place as a consequence of their mutual
influences.
A cellular automaton, by definition, is a five-tuple A=(/, L, v, S, 1) where
IS Z*is a subset of the points having integer coordinates in a k-dimensional
Euklidian space. We shall associate a cell to each point i of J, and we shall
identify it with i.

LS Z*oI is the set of dummy cells.

v: I—(IUL)" is the neighbourhood function, where nis the number of all neighbours
of a single cell.

(1, L, v) is the socalled cellular space, which is homogeneous in the following sense;
for every i€l, v(i)=(i+ay, ...,i+a,), where ay,...,a, are fixed vectors:
The cells, having dummy cell neighbour, namely the elements of the set P

P ={iclp()¢ I'},

we call boundary cells.

S is the finite set of the possible stares.

L: SXS"—S is called local transition function. If i€¢I and s¢ S, then the cell,
located at 7, being in state s, with the neighbourhood v(i), in state
51,..., v(i), in state s,, will have the next state L (s, (57, ..., s,») denoted as

RGN %
If 50€S, and sy (so, <+ 5)= 50, S is called quiescent state.
,—-—/
n-umcs
q: I—S is the global state, or configuration of the cellular automaton which
associates a state to each cell. The state of the cell i€, will be denoted by
q(i) or g;, and the set of the global states by S’

A: L— 8. The mapping A is the input of the cellular automata, which comes from
the state of the dummy cells. '

n: P—s Sisthe output of of the cellular automaton which is a restriction of g(PS1).
SL: is the set of the inputs.
SP:  is the set of the outputs.

The generalization of the local transition function is the global rransition function,
which is the following mapping:

I : ST St — ST such that gl A=q’ iff
(vieD), () = g@) L{r(v()y), -..o r{v(),)), where
‘ N {(I(J'), if jel,
"D =110, if jeL.
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The global quiescent state is q, for which’

G2 gL 2 = g

The Codd-ICRA automaton U=(I,L,v, S, 1), is a
special cellular automaton ([5], [6])', where ICZ2 (Z2 is
the plane of integers), $={0,1,2,3,4,5,6,7}. For every -
i=(fy, )€1, v is defined by . v(zl,zz) ((11+1 12) (iy, is—1), L
(=1, 1), (s 12+1)> (see fig. 1). Fig. 1

Let v be the mapping '

v: §*— S* such that v({s;, S, 53, 54)) is the smallest word under lexicographic
ordermg, what one can get from (s, ., S, 5,) by cyclic permutation:
min 1ex {(s1, Sy, $3, 84> (525 S35 53, 51, <s3,s4,s1,s2> (S35 515 S25 S3))-

1 is defined for all s¢ S and sy, 3, 55, 55)€ S*

iy *

S 1 (515 S5 83, 53) =
s if {s)v(s, s, 53,5y does not appear in the Codd-ICRA transition
function table,
S 1 v(s1, 82, 83,81), if (s)v(s,ss,53,5s) appears in the Codd-ICRA
‘ transition function table.

How to use the transition function table? E.g. we are looking for the transition
01(7212)
we have to look instead of this the term
0.L{1272)
which appeares in the list and equal to 1, one can find it in the short form
’ 01272 1

which means, that the next state of the central cell will be 1. Obv1ous]y, the 0L (4131),
instead of which we have to look 0. (1314), and it doesn’t occur, it means, the
central cell in this environment has stable state. By regular notations the first
example gives

01.(7212) =1,
the second one

0.1¢4131) = 0.*

Codd-ICRA techniques
Basic operations. Let us make ourself a bit famlhar with some Codd-ICRA
techmques {11, 13).
( The cells themselves are denoted by squares, their states with numbers written

into them respectively. i

* See [71] [71.
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p ——h— notation of a cell
N
2 cell in state 2
/ boundary-cell
-\ :
E ' dummy cell
path '
S TEEEERE
=il 1 | 2(112
1] 21112
1] 211121
1] 21112
1 2012 :
sheathed  ‘sheathed path
pgth - .in logical drawing
212[2]2 s
2 i 212 2-5’—%‘?’
21112122 211 ]2]2]2 21
212 SO [2laied shoulder
21112 211121212 211112 '
2112 ABAN 21 2] [Twall
21112 20112 21 .
curved branching” . capped path -
sheathed path ‘
' - Fig. 2

We use very often phase figures from which one can see the situaﬁons in time
steps =1, ... . For instancé we have the following configuration at time step one.

- The blank place means that the corresponding cell is in 0 state. We have to look

in the transition table all the instances which appear on the figure. In the upper
left corner of fig. 3 the cell is in state 2 and its neighbourhood is 2 1 (0021), which
is equal to 2 (200212 doesn’t appear in the table). And so on, we find three terms
only, which show state changing, namely - '

012621,
- 602120,
112626,

so we have the following phase figures.
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Along the sheathed paths the states’ pair is propagating if this is in form
OS, where S=4,5,6,7.-We .call this OS couple of the cells signal. The signal
propagation is basic behavior of cellular automaton.. Since the signal is propa-
gating cell by cell, so -the time required for the propagation is strictly propor-
tional to the distance which is made by it expressed with the number of the cells.
In a fixed automaton this factor is constant. Rather often, with inaccurate speaking

we say that the distance, which is made is equal to the necessary time.
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Along a path collision of signals,can happen. Fig. 6 shows such a case. The effect
of several collisions depends on the parity of the cells’ number is state 1, between two
signals, and depends on the signal’s content (S§=4 or 5 or 6 or 7). The result is always
the annihilation of the signals, except with the odd parity, homogenous case, where

[

Fig. 6 gives an example for odd parity, heterogenous collision, fig. 7 an odd, homo-

genous one.
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In the next part we will show, that the original Codd’s operations are valid
for the Codd-ICRA ‘constructions too. We connect three dummy cells, to three
neighbouring boundary cells of the empty cellular automaton. (Empty: it contains
cells in state 0 only.) The two extremal cells have state 2 constantly, and we introduce
into the middle one the sequences of the Codd-ICRA programmes.

2212121212 2121220212 20202212121
IR 2l i AER RN EREE
2012021021112 2110202021112 2(7121212]1]2
201122121112 2171202121112 2101212721112
oj7lililii]2 A E 1hilolzlh 12
212{2]2]2 ]2 212021210212 2[2721212]2
f=1 t=2 7 ¢=3
2121221212 21212121212 2|2 [212]2]2
27t N EAERERE A ENERE
2l002{2]2]1 {2 211020221112 21212127172
2 f2 (21211 |2 201212121112 21 [202]217]2
thi{1{ol711]2 1[1{1{1]0]7 12 1hiiti1]1]o]2
21212121212 2022121212 2[212 12212
t=4 t=5h t=6
2[2f2721212 21212129212 21212 2]2]2
2{11|o]7]1 ] 211 {11071 2t 1 ]o]7
21122121712 211]2]212]0]2 2(1]2]2]211 ]2
211 {2]242]0}2 2z 20z ]2 2111212211121
Thiifr]s]il2 111 ]iqi{1]2 1]z
212122212 20212121212 21212121212
t=7 t=8 t=9
Fig.7

The Codd-ICRA programme is a word constituted by cells’ states: 0,1,4,5
and 7, as elements, where each 1 is followed by 1,4, 5,6 or 7; the 4, 5, 6 or 7 are
followed by one 0, and after a 0 there is at least one 1. With other words, the set of
the programmes is identical to an arbitrary walking on the following graph on fig. 8.
E.g. the word {1,1,1,5,0,1,1,6,0,1, 6,0, 1) is a programme. Firstly, we show
a pathway’s embryo producing programme, in order to be able toenter into the empty
automaton. )

" It’s the following: (6, 0,1, 7,0, 1, 6,0, 1.
The effect of the programme is shown by fig. 9.

t
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a0

&> | B0 [ 60 <D

input - output

s
O
Fig. 8
The three cells under the double line are dummy cells
— — h ' — R
L L[z L2l ] 2 Loty ]
262 202 21 2 27 2 202 212
t=1 t=2 t=3 .. . t=4 t=5 t=6
n ] 7]
111 -[1el [T
2 62 20.2 212
t=7 o t=8 t=9 -
Fig. 9

The effect of the pathway embryo producing programme
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which are the Codd’s operations.
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(4,0,1,4,0,1,5,0,1,6,0, 1).

- Extend left
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(5,0,1,5,0,1,4,0,1,6,0, 1.

Extend right
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(5,0,1,6,0,1,6,0,1,6,0, 1).

Retract left
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Retract right  (4,0,1,6,0,1,6,0,1,6,0, 1.

212 212 22 2|2 213
2[1]1 ]2} 21171 ]2) ARNE 3]0]4 |2] 2|1 ]1 (2]
20112 242 2]0]2 2]1]2 2l6 ]2
2 4 2 20 2 21 2 26 2 20 2
t=1 t=2 t=3 t=4 - t=5%
. .
2[3 213 2] 2
206 [1]2] 2]ole [2] 21 26 ] 211 i
2[0]2] 2112 262 2]0[2 201 2] .
21 2 26 2 20 2 Z 1 2 2 6 2
t=6 o te7 . t=8 t=9 210
. 2
2 ] 2106 21217
2162 2[0]2 20112 N
202 21 2 21 2
t=11 t=12 Ct=13
Fig. 15 -
Sheathing (6,0, 1).
Sheathed, capped path made by the sheathing signal
2
1171~ 111 ] 111 611 ] 20l0]6] ]
1 1 6 2002 21112
1 6 2]0]2 21172 211 ]z
26 2 202 - 212 21 2 2 1 2
t=1 t=2 =3 A £=5
2]2
201]1]2]
AR
B 212
21 2 ,
=6
Fig. 16

4 Acta Cybernetica III/2
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(1,0, 1).

Activation
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The activating signal changes the gates’ and transformer’ (see later) suitable
cells being in state 0 or 1 to state 3. These tools become ready for working by this way.

(7,0,1,6,0,1,4,0,1,5,0,1,7,0,1, 6,0, 1.
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Cap after sense (4,0, 1,6,0,1).

0] o] 0] 0] 0] 0]
1 1 1 0 0 0
21112 2(1 (2 21442 310121 21112 21612
27112 21412 2102 ’212 21612 2102
24 2 202 212 262 202 212
t=1 t=2 t=3 t=4 t=5 t=6

E

2

21112

21142

212

t=7
1] 1] (1] 1] 1] [1]
1 1 1 0 0 0
2112 2(1]2 21412 3|02 2§12 2(6]2
21112 2412 2102 2{112 21612 210]2
2 4 2 202 212 26 2 20 2 21.2
t=1 t=2 t=3 t=4 t=5 t=6

1]

2]

21142

21112

212 -

t=

Fig. 21

We have seen, that it’s possible to develop directly sheathed paths in the empty
cellular space by means of programmes, introduced into the boundary cells from
the dummy cells. Why we develop in this case, hovewer, unsheathed paths, making
the sheating afterwards? One has to do this, because branching and looping sheathed
paths are not programmable directly. So, one has to prepare firstly a simple formed
sheathed path, and with this, used it as a writing arm, is possible to develop the
required network by the repeated application the mark and retract operation. Finally
the stacking of the network is followed by the sheathing and activation.

Some components. Configurations constituted from a few cells which are
able to make some prescribed effect on signals propagating along pathways, called
components. These effects: to close in one direction the way, the signals’ trans-
formation, protection of the paths in the case crossover, and creating signal sources.

One of the most important properties in our cell space is gating. We speak
about gating if the signal can propagate in one direction along its path but in the
other direction the signals are annihilated at a point. The component doing this
annihilation is called gate.
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Opened gate Closed gate
2[2]2]z2]2 2]2]2]2]2 L
1t SINERENERE -
212121212 ) 21213242
2 3 2
211 (21 ) ] 21112 .
2[1]2 logical drawing 2]1{2 logical drawing
the controlled the controlled
config- path “a” 1s config- path “a” is
uration bidirectional - uration  unidirectional -
Gate activation by signal 70 : :
.  DR221212 21221212 212[212]2 -
T I 111114111 INANLERERE
212121212 2i21212(2 2121322
= 2 ~ i3 2
21712 21112 21112
2102¢ 21142 21112 ~
t=1 t=2 t=3
The annihilation of signals SO coming from leftside; S = 4,5,6,7
2(241212]2] - 2121212]2 212121212
ols[1]1Th 1ol BN
) 21213]2]2 2123 [2]2) 7 [2]213]2]2
2 2 2
211121 21112 21112
2112 22 21112
. _ = - t=2 v t=3
- The propagation of signals SO coming from rightside
212121212 212(212|2 212121212 212121(2]2
111]115]0 1{1]sios 1[SI0 1] Sof11]1
21213212 212131212 212131212 212131212
2 2 12 2
2112 2(1]2 21112 ' 21112
21112 21112 21112 2(1]2
t=1 . t=2 t=3 t=4
Gate desactivation by signal 70 or 60 ‘
212121212 212121212 21212]2]2
IBRREERNE 1Py IREREREEN
2121312]2 2{213[2]2 2(212]2]2
2 3
(21712 20112] 1212
21012 21112 - 21112
t=1 t=2 t=3
Fig. 22 "

Codd type remote controlled gate
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Codd-type remote controlled gate. On fig. 22 one can see the activation of this
gate, as well as the phenomenon, which in closed state annihilates the signal coming
from leftside, but permits from rightside. The opening or dezactivation of the gate
can happen by signals 60 or 70. This gate remembers. Its state depends not only on
the control signal but on its last own state too. Thus, one can call it bistable gate.

Local gate or valve. On fig. 23 one can see how the local gate is functioning.
This is built into the sheathing wall during the construction of the controlled pathway,
and works at any time.

The location of the local gate can be along straight or branched way. The
latter case is important in the control of sophisticated networks [2].

Gates combinations. By means ‘of gates’ combinations, one can build a lot of
tools for pathway controls. Such tools are shown by fig. 24. Let’s see only one
example ’

Local gate for signals 60 and 70 along straight path

2112
21112
211112
2131 |2
21
21112
configuration - logical drawing

The annihilation of the signals 70 and 60 coming from leftside
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t=1 t=2 t=3 t=4 t=5 t=6
The propagation of the signals 70 and 60 coming from rightside
21112 21112 21112 21112 2(7]2 21012
2{1§2 21142 21142 21712 21012 211142
21114270 12111112 2111712 2(7(0]2 2104112 21112
2)3]112 213172 2]310/2 213112 21312 213142
21712 21012 2{112 20112 2112 24112
210]2 21112 24142 12 1142 2112 21112
t=1 t=2 t=3 t=4 t=5 t=6

Fig. 23a
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Rectifter gate in corner and junction

21112 21112
2112 2[1]2 T
21213[1 12 : 2(213(1]2]2}2
Tt [i]2 N . HIEINERE .
2]2]2]2 i 2121212121212
configuration logical configuration logical
. drawing drawing
The annihilation of signals SO coming from leftside; S = 4,5,6,7
2112 21142 2112
211]2 2112 21112
2(2(3(1]2j2}2 2121311121212 21213|S|2/2]2
1111 [Slo)s 1[1]1]S10[1[1] o
21212]2[2]2]2 202121212122 21212]2121{2]2
t=1 . t=2 t=3
2 2 21512 2102
. 21S[2 2|0(2 21112
212131012]2]2 212(311]12}2]2 21311124212
111t n Ty IRANARE R EL
212122121212 212(212(2]2]2 21212121212
t=4 t=5 t=6
The propagation of signals coming from rightside
12112 2112 21112 ,
2112 21142 21112
2[2[311]2]2]2 212]3[1]2]2]2 2[2131 [2]2]2
o111 110|S11 111 1 111081111
212121212 2(2]2(2]2{2]2 2 [272(2[2]2 ]2
t=1 t=2 t=3.
21112 21112 218{2
211(2 21812 2(042
21213182212 2 3{0]2]212 2121311)212¢12
11 Thlols[1] 1 ]olst 1111l ]o
2121212(2(212 21212(2|212}2 212(21{2|2(21]2
t =4 t=5 t=6
Fig. 23/b

Local gates or valves

in details, the socalled monostable gate. This is a Codd-type remote controlled gate
which has in its control path a duplicating loop. The first sample of the duplicated
signal closes the normally opened gate for 4 tacts only because the second sample
of the signal opens it again [3] (see fig. 25).
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<}.__

conditional adjustable conditional permanent-
rectifying _ bidirectional bidirectional one-way lock
pathway lock pathway lock ‘
Fig. 24
Some gate combinations
, 222212 ]2 ]2
RN ERERE
2121212121212
2 .
2112
- > 21142
21112
2121311 (2 -
22 -
2111212121112 b
21112 21142
2111212111112
211121213112
21112 2112 /
211121212141 12
FERERERERE
21212112
21112
121112
configuration

T

- logical drawing
Fig. 25
Monostable gate

Cross-over. It is a hard problem how to cross the paths in the plane (in two
dimensions). Without any protection obviously false signals propagate from one way
into the other at the cross point. Since this is one of the favourite subject in the
cellular automata litterature the publication of new crossover solutions, usually
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designed with a let of roundabout ways. E.g. Codd nimself, in his book made
a solution, concerning two one-ways, which requires about 1500 cells. Therefore
we suppose the result by Dettai [2] is significant giving a crossover which requires
9 cells only for two bidirectional ways, but only for 60 and 70 signals (see fig. 26).
The minimal following distance between two signals is 6 [see 2].

6—7 transformer. On fig. 27 one can see a transformer which is usable in one
direction only for 60 and 70 signals. For both inputs 60 and 70 the output is 70
[see 3]. :

Crossover for s]'ghals 60 and 70

21112
21112
2 111111242
(RARARARERARE
2121111212
21112
2]1]2
configuration logical drawing
Functioning
2(1]2 21142 2112
210112 24112 21112
2121111 1 2 2 111111212 2121141414212
T iitit i Tttt it Tzt
2121111111212 2 117]112(2 21271017 2]2
2172 2|0]2 211]2]
2(0]2 ’ 2112 21112
t=1 t= t=3
21112 21112 217 |2 _
21112 24712 210 (2
‘ 212117 ]1[2(2 2 710(7(2}2 212)10]1]0{2]2
1(113[0(3[1]1 P33 T34 i3t
2121411 [1]2]2 2121 [111][2]2 221111122
212 . 2112 ‘ 2 2
21t ]2 2112 20112
f:a f:S t"'é .
The functioning of the cross- 2042
over. The minimal following 212 -
distance for the signals is 6. (2]2[1[1(1]2]2
g ’ [N ENANANANL
242 111114212
21112
2{1]2
t=7
Fig. 26 )

Bidirectional pathway crossing
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217101712
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21010i0(2

2171017 12

2

f

1
1

logical drawing

1
1

1
1
1
1
0i2
1
1
1
1
1
0|2
1

2

2

2

2

2

2
211
2

1

21310(3}2
211171112

21310(3)2
211(7]1}2
2§311]3]2
213[7.13]2
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2

1

32
2

1
1

2

1
1
1
i
0

7
1
1
1
1
7
1
1
1

2
2
2
2

1

1

21
21
21042
211
210|2
1

2
211
3
210
2

2
2(0}2

2

21311132

203174312

2]3113]2
2|01 [0]2
213]7]3]2
2

2(0{1[0]2
731132
ANEAE

configuration

i
2
1
2

1
1
7
1
1
6
0

21012
21642

1
210(2
247
2
211
2

2

1

213114312

24311312
2(3]1]312
211111142

The transformation of sign'al 60 to signal 70

The 60, 70 transformer

126

The transformer does not works correctly from output

The propagation of signal 70

t

Fig. 27 ~
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Gene. The configuration called gene is constituted by four cells in state 1
located in square. It is usable only connected to pathway. The gene has three func-
tions: rectifying, signal transformation and signal source. We already have shown
now the gene rectifies as a local gate. As a transformer the gene runs as a minimal
sized loop. Fig. 28 shows its two possible situations. The multiplying table is
identic with the arbitrary sized loop.

f t

T [ 1] [
, 1] 111 Ly
111 11 RN
1] 1] AN pyIa
) : 1 1
t ! {1
Fig. 28 Fig. 29
The signal transformer gene Sharp turned pathway

wich is a minimal sized loop

That is also a possibility, to use the gene as a signal source. Let us make a sharp
turned way as in fig. 29,

A single 60 signal makes the sheating, but is is enough to create simoultaneously
a high intensity signal source giving the sequence

' 6,0,1,1,6,0,1,1,...)
as in fig. 30.

When constructing genes one has to be careful for the activation which must
be done from the opposite direction where the later input will be.

L o

1121 ]2 112]1 ]2 11201]2 1201 ]2 1201 ]2
1 [2]1 ]2 1121 ]2 11211 ]2 11212 1201 ]2
12l ]2 V211 ]2 11211712 1[2]112 121 12
11210]2 1211 ]2 112112 12112 1120112
1 5 111[0]2 V1112 161112 6l0]6 ]2
K 11116 1]e{0]2 6lo1]2 210]1]112
- = t=2 2] 2[2 21212
$=3 t=4 £=5
1]2]112 112 2 BAA 621 [2
112112 1211 ]2 6l2]1]2 2lof2[1 ]2
1120112 6211 2] 2021112 2 2 2
6l2i1]2 AR 211201 ]2 21120112
2lo[h o2 2111 ]2 21106 [1]2 2lelo]6]2
21111 ]el2 211161042 AARNE 2401101 ]2
2]2]2 . 2122 20212 21212
t=6 t=7 t=8 £29

-The gene in the sharp turned pathway made by the sheathing signal 60 giving the
sequence (6,0,1,1,6,0,1,1, ...)

Fig. 30

Signal source
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II. The méximum-selector*
The problem

_ Given a word of length /
’ x=08 0%
whose elements x%, ..., x! are biﬁary words of length k from B¥, where B={0, 1}.
The binary numbers given by these words are denoted by
n,n? ..., n,
ie.,

~

' . .
ni= 32%ixj j=1,..,1, where x/=x{,...,x; and x{={0, 1}
i=1 -

The prdblem is to find the binary word » representing the maximal one afnong
n, ..., n.

The solution

The algorithm. Let us consider an alphabet C={0, 1, S} which is an extensmn
of the binary Boolean alphabet with a “stop signal” S. C=BU{S}. Define the
Boolean sum function ¢ as the following mapping ¢: S'— C such that for a- word

—(u s ey U,

S if r=..=d =85,
cw=31 if Fjui=1, '
’ 0 — otherwise. ‘ .

Let us define also the mapping 17: C2— C such that for any (y, y)€EC?,
_ [0 if y=y"=0 o
(,¥)=11 if y=y =1,
S — otherwise. .
Define also the mapping C'—- C’ such that for the any u¢C’,

0(u) = (x(ul, o (W), ..., T(u’ o (w))).
The function 6 serves as a “stop function”. If the relatmg word “contains 1 then
" 0 keeps the element of the word havmg the value 1, giving stop signal otherwise.
If the relating word does not contain 1, leaves the elements unchanged.
Let p be the mapping p: BX C — C for which
’ S if ¢c=8, -
b if ¢#S

ue,9 = {
for any b€B and c€C.

. * See [8]. |
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Finally, if x={x1, ..., x') is given, define the words ¥/;(x), ..., ¥, (x) of length / by
~1 o

_ _ {xl if i=1,
Yi(x) = <'u(x}’ 9%—1(")1), e #(xg, glpi_l(x)’» if i=23,..,k

By means of p, we get a stop signal keeping function, which keeps in the stop éignal
- at each the place in y;(x), where it already appeared for i’<i. The algorithm
is running in the following way. :

First step: Calculate the values
oY, =0 (XI) B
00, (x) = 0(x) = (e(xd, o () o, (ks 0 (1))
‘p2(x) = </1(x§, e(xl)l)s cers ﬂ(xl23 0(x1)1)>~

Second step: Calculate the values

, o, (%)
0Y2(x) = (G, oY), ..o (o)’ oY (%))}

and

and

and
and ,
‘ ¢3 (x) = <# (xé H 9¢2 (x)l)’ e H (xgi ’ 0'102 (x)l»

i-th step: Calculate the values -
, o1 (x)
0(x) = ()Y oY (%)), - T () 0 (x)))
Yir1(x) = <,u(x}+1, 0'//i(x)l)’ s l‘(xﬁl, 9¢i(’¢)’)>~
After the k-th step the result in the case ‘
_ ) - @NEDET =S
® - n = (r{',f.., .
Example: x={(1,1,0,1,0,1),(1,1,0,0, 1, 13, (1, 1,0, 1,0,0%, (I=3, k=6).
 First step: ' ’
x=0LLD, ¥ (x)=x, oyx)=1,
0(x) = (z(1, 1), =(1, 1), =(1, 1)> ={1,1,1);
| xe= (L1 LY, Wa() = Gull, (L, 1), (1, 1) = (1, 1,1).
Second step:

and

and

) O'II/Z(X) = 1’
) OW(0) = (x(L, D, e(1, 1), =1, ) = (1, 1, 1),
x5 = (0,0,0), a(x) = (u(0, 1), (0, 1) w(0, DY = (0,0,0).
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Third step:
o3(x) =0,

815 (x) = (2(0, 0), (0, 0), 7(0, O)) = (0,0, 0},
Xy = (1’ 0’ 1>’ ll/4(X) = <ﬂ(190), “(O’ 0), ﬂ(]’ 0)> = <13 0’ ]>
Fourth step:

6¢4(x) = 1,
Opa(x) = (r(1,1),7(0, 1), (1, 1)) = (1, S, I,
X5 = <0’ 1’0>’ "pS(x) = <#(Oa 1)5 ﬂ(la S), #(0’ 1)> = <O’ S’ 0>

Fifth step:
0‘#5 (x) = 0,

glps(x) = <T (0’ O): T(S1 0)’ T(O’ 0)> = <0’ S’ O>’
xs=<1,1,0), Ye(x) = (u(1,0), (1, S), u(0,0)) =1, S, 0).

Sixth step:
G‘l’ﬁ (x) = 1, -

Ope(x) = (z(1, 1), (S, 1), (0, 1)) = (1, S, S).

Since j'=1 thus
n=x'=(,10,1,0,1).

The solution principle in Codd-ICRA automaton. The selection of the maximal
number happens in Codd-ICRA automaton. The solution principle is the following:
the numbers are introduced into the cellular space simoultaneously; they are propagat-
ing along parallel pathways. After the inputs each number is duplicated and one
of their sample arrives into a gate system as information. The second samples — after
delay — go further in their channels as data. In these channels they annihilate or
move on, according to the situation of the already opened or closed gate system.
At all those places where the figures with highest local value are 1 the numbers go
further, while at places where they are O the numbers are annihilated. In the second
step, where the figures with the second highest local value are 1, among the remained
numbers, those numbers go further, and the numbers are annihilated if they are O,
and so an, until the k-th figures, which have the lawest local value (the coefficients
of 2°). Exception is if at the actual step among the remained numbers 0-s are every-
where. In this case, all the remained numbers go further. The outputs of the channels
are joined, so at the final, single output one gets the maximal number (even if the
same one appeared at several channels). '

The maximal number selector is called MAXEL.

The principal plan. The principal plan shows the parallel pathways, the duplica-
tion, the delay and the selector units, forming the functions = and u. At last we signed
the feedback for the Boolean sum, and the output giving the maximal number
(see fig. 31).
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System scheme.” The structure of the system scheme is identical with the prin-
01pal plan apart from the mapping of the input and output points. The selecting
unit here is also almost' a black box only, just showing the pathway control role of
the gates located in the unit (see fig. 32)

I 3 D
' oo
R A S
N e b 14 [ '
rr 0 _ -
14 A My >
w z
x b
‘ mm
Ly .
, ; 3
—>1d
Plq |
’ 4
1 - | o
H - ~G.  F

_ Fig. 33
The U selecting unit of -MAXEL

- Logical drawing ,

Logical drawmg Flgure 33 shows the complete loglcal structure of a-selecting
unit.

The several cases of the functioning are the following.
®) o ox) =1 ‘ -
a’) . x| = 1 (the signal content is 60).

5 Acta Cybernetica I11/2
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Inputs . )
The name - Mode of application ‘- | Signal - -

of the cell ) ’ : ‘content.
1 x} information . 11

. 70

. » 60
D . | D(iHdata | .3y

- 70

70

¢ o) A . 1

i . R reset; active once at each (£+ 1)-th { 60
:f . time step 11

: - Outputs
i The name Mode of application . Signal

: . of the cell content
' H x} information | : : ?(])
) : o 60
4 K F D(x{) data i 11
; : ' ’ 70

J reset;:active once at each (k+ 1_‘)£-t']:‘1” { 60

time'step ! 11

AY

In this case four events haf)pen. _

~

1. The regeneration of gate P

xi: goesvia I~¥50-A-P

i

The loops 64 and the two next assure, that in each case one gets signal 60 at cell P,
thus if it was in state 2 then it remains there, and if it was in state 3, it changes

to state 2.

1I. Information

r-vy
Jj. R . >
xi: goesvia I—-V¥ T\ /W X~ H.

By this way the signal can not arrive at cell P since the transformer IT transforms
bqth 60 and 70 to 70, and this joins at cell ¥ with 60, where it annihilates.
- III. The sum o (x;) enters into,the unit at cell G and annihilates at gaté P.

1V. Data _ _ ) _
) D(x}): goesvia D—~ZX - F

o’ ' x{=0 (the signal content is 70).

In this case three events happen.
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I. The regeneration of gate P

xi: goesvia I— ¥ —0-A-~P.

3

The SIgnal 60 does not change the state of P cell, if it is 2, but it will be changed
to 2, if it is 3.

II. Information

xj: goesvia I-¥->T—-Z-~MN-+-Y-P,

and changes by the signal 70, the state of P cell from 2 to 3. The signal does not
arrive at point X, thus nor at output H, since 40 arising from the end of the loop
'V joins with 70 coming from TZ at point W, and because of 70><40— 11 annihilates.
here. .

IIL The sum o (x;) enters into the unit at cell G and goes via

4
/S

G—-P—~S a2
NNL M-,

This o(x;) places to state 3 in the gate cells 4, 2 and ¥ respectively, which have
had previous state 2. Afterwards, the inputs of the selecting unit are already closed
for the signals .

x{y1, D(x{) and o(x;,y),

=0 (the signal context is 70).

'

In this case three events happen.
I. The regeneration of gate P
- xi: goesvia I—¥ —0—/A—P.
The s1gnal 60 doesn’t change the state of P cell, if it’s 2, but it will be changed to 2,
if it is 3.

II. Information

xi: goesvia [-¥-T—~Z-~I—~Y-P,

and changes the state of P cell to 2 from 3. At points X and H no signal arrives
because it was annaihilated at W. . .

II. Data .
D(x)): goes viai D—~ZX—F

The 0—1 conﬁguratzon of the selector unit’s. Flgure 34 shows the 0—1 conﬁgura-
tion of the unit described in the previous point.

5%



Y

136 ’ D. V. Takacs
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Fig. 34
The-U selecting unit of -MAXEL
0-1 configuration

The logical drawing of I-MAXEL’s. =3 is the smallest value of / for which
one can show the slight assimmetries of the extremal selector units. Apart from these
extremities, the construction of the MAXEL is modular (building bricks system).

The 0—1 configuration of I-MAXEL’s. Figure 36 shows for /=3 and arbitr‘ary
k the 0—I1 configuration. On the upper part of the figure one can see the mput
synchronization.
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Coding

Inputs.

- I-MAXEL for /=3

0-1 configuration

The Boolean 0 is coded by 7¢
The Boolean 1 is coded by 60
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¢

Outputs from the point of Junctlons 0L, . '0’.‘

. The Boolean-1 is coded by 60
The Boolean 0 is coded by 70
o : . 40

- . 1 1

If N, ()= {jlxi=n}, |

4 N;(x) = 1 (mod 3) the Boolean 0 is coded by 70,
#N;(x) = ~2'\('m'od 3) -the Boolean 0-is coded by 40,

. #N;(x) = 3 (mod 3) the Boolean 0 is coded by 11.

139

Working times. The distance betwen cells 4 and" B expressed by the number

of.cells between them is denoted 4B, when the shortest possible walking on is cho-
sen from A to B. The. retard bétween points I/, F+! and D/, D/*! consists always

24 tacts. The retard Ty, between points I, D7 is the following

T,, = I"H K'K? ... KRR SGTE _ D1,
I'HK" =55. '

KR K =(—-1)24,

KTKTH = 4,

KR+ = (1—1)24.

KPR = 29, )
PGt = 24.

i )
Dzl =12.

Tip = 48(1~1)+99.

The periodicity p, in other words the distance between signals x/ and x’+ 1, 18

p=D"H'K'K?.. . K'KIT K2 JiGgipr iy,

e P =42,

ToT —
p=48(/—1)+123.
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The T(n) working time for selecting the m maximal number is the running time
for the first figure — n; — plus the time of the remained figures.

T(n) = T(n)+ k- 1)p.
T(n) = T;p+D'F1O'+ 0102 ... O'.

DF1@!' =47,
0'@%...0'= (I-1)24.
T(ny) = 72(1— 1)+ 146.
T(n) = 241(1+2k)+75k+1.
- For example in the case '

k=4, 1=3: T;p=195 p=219, T(n)=733;
k=10, 1=10: T;p=>531, p=2555 T(n) =579l

One has to calculate the necessary time for the reactivization, by this way. The
effect of putting in the gate ¥ last figure of the first number — x; — is

kp+1r V9.

By substracting from this the propagating time of the reactivating signal, one gets
its starting time tact 7,.,.: minimal following distance,

tieac = kp+11_¥”—ml—w + minimal following ditance

minimal following distance = 6,
‘ Pyr=7,
N ROMP—44,

r

Since
trcac = kp— 31

the necessary time interval between two selecting' procedure T, is
Treac = kp+1* ¥+ minimal following distance — I' ¥V — kp,
Treac = 6.

Size. Let S be the size of an -MAXEL expressed in terms of the number
- of its constituting cells. Then

: S'=[I(RTY+1)(E'T + I'"H'+ F' Y,
R =24, \ |
E'T'=32+(1-3)6, =3,
I'H! = 30,

Fol=17,

St= 241+ 1)[719+(1-3)6), 1=3.
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For example in the case
1=3, k=4: $3=73XT79,-
1=10, k=10: S9=241x121.

) Conclusion concerning the design

The advantages of the solution. 1. The data according to x/ coefficients are
propagating along parallel pathways in the -MAXEL, which permits a high simoul-
taneity within the frames of the task, making the proﬁt from the two-dimensionality
of Codd-ICRA cellular space.

. 2. The size of the -MAXEL depends on the number / of numbers only, it is
completely independent of the length k of the numbers.

3. The dependence of the working time the - MAXEL on both / and k is very
simple — linear — function.

4. If I’>1, IMAXEL is easily extend ableby the insertion of new selector units.

The conditions of the solution. I. Inputs
1. For the inputs x/ one has to assure a constant speed which is independent
of i and j.
2. If the inputs are not synchronized, one has to apply 24 tacts retard between
. two neighbouring j-th and (j+ 1)-th inputs, or build in input synchronization blocks.
3. The p periodicity of the signals as a function of / is

p = 48(1—1)+123.

II. The output periodicity is p, too.

III. One has to give in advance the values of k and /.

1V. Apart from the /inputs the -MAXEL needs an (/+ 1)-th input for the reactiviza-
tion after a whole selectmg procedure
The required reactivization time is

tyeso = kp—31. \

Summary
-~
After becoming acquainted with the basic techniques, and concepts of cellular automaton and
cellular space we present a machine, which is able to select the maximal one among the numbers
simoultaneously introduced into it.

NATIONAL CENTRE FOR EDUCATIONAL TECHNOLOGY N
VESZPREM, HUNGARY

! Sometimes diﬁ"erem]y from the usual way of speaking, we say cellular space for the five-
tuple A= (I v, L, S, 1) and in these cases by a cellular automaton we mean the ordered pair (%, g,),
where g, is a quiescent state.

2 This published solution is a corrected versron bv means of the 51mu]at10n experiences on
PDP 10.

\
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. TaBLE Codd-ICRA
s 8 sks . s M sly s ssls s ssls s sTsls’ s s'sls s s sls

00006 2 01214 1 01662 1 10262 6 11242 4 12255 5 20306 3
00007 3 01215 1 01666 1 10263 6 11243 4 122636 20307 3
0-0015 3 01216 1 01717 1§ 10272 7 11244 5 12266 6 20711 1
00016 2 01217 1 017221 10273 7 112525 12273 17 21117 1
000252 - 012227 01727 1 10342 4 11253 5 12277 3 21232 3
00026 2 01223 1 01772 1 10343 4 11255 6 12324 4 22324 3
00042 2 01224 | 01777 1 10352 5 11262 6 12325 5 22325 3
0005t 3 01225 1 02226 2 10353 5 11263 6 12326 6 22326 3 -
00061 2 01226 1 02266 2 10362 6 11266 6 12327 1 22327 3
00062 2 01227 1 10004 O 10363 6 11272 7 12334 4 30002 2
00066 2 01232 6 10006 6 10372 7 11273 7 123355 30006 1|
00106 2 012351 10007 3 10373 7 11277 4 12336 6 30025 1
00107 3 01242 1 10014 O 10411 O 11343 7 123377 - 30026 O
00116 2 01244 1 10016 6 10606 6 11353 7 123434 30027 0
00126 2 012521 * 10017 2 10611 6 11363 7 12353 5 30042 1
00161 2 01253 1 10024 4 10616 6 11373 7 12363 6 30062 0
00162 2 01255 1 10026 6 10621 6 11422 4 12373 7 30072 0
00166 2 01262 1 10036 6 10622 6 11424 5 12424 4 30102 2
00206 2 01266 1 10041 O 10626 6 11442 5 12433 4 30103 0
00207 3 01272 1 10052 5 10661 6 11522 5 125255 30106 4
00213 1 01273 1 1 0061 6 10722 7 11525 6 12533 5 30107 7
00226 2 01277 1 10062 6 11114 0 11552 6 12626 6 30111 1
00227 1 01313 1 10063 6 111156 11616 6 12633 6 30162 0
00261 2 01322 1 1 0066 6 11116 6 11622 6 12727 17 30172 0
00262 2 01324 1 10071 7 11117 7 11626 6 127337 30261 0
00272 1 01342 1 10104 0 11124 4 11662 6 13334 4 30271 0
00363 1| 01352 1 10105 5 11125 5 11666 3 133355 31111 1
00611 2 013621 10106 6 11126 6 11717 7 13336 6 312322
. 00621 2 01363 1 10107 2 11127 7 117227 13337 7 32324 2
00622 2 01372 1 10114 0 11142 4 11727 4 20006 0 32325 2
00626 2 01373 1 10116 6 11152 5 11772 4 20007 1 32326 2
00661 2 01422 1 10126 6 11162 6 11777 3 20017 t 32327 2
00722 1 01424 1 10141 0 11166 3 12224 4 20025 3 45 | “)
01116 2 01432 | 10161 6 11172 7 122255 20042 3 S0
01124 1 01442 1 10162 6 11177 3 12226 6 20071 1 55 1("
01125 1 01522 1 10166 6 11214 4 12227 7 20106 0 S0
01126 1 01523 1 10226 6 11215 5 12234 4 20107 -t 65 1)
01127 1 01525 1 10227 7 11216 6 122355 20117 1 oM@
01142 1 015321 10242 4 11217 7 12236 6 20142 3 75 1 ©)
01152 1 01552 1 10243 4 11224 4 12237 7 20171 1 So@
011621 01616 1 10252 5 11225 5 12243 4 20206 0

01166 2 01622 1 10253 5 11226 6 12244 4 20207 3

012121 01626 1 10261 6 11227 7 122535 ° 202513

\

s : the own state of the cell
s'=(s1, 52, 53, S3» : the neighbourhood states
s1.s’ : the next state of the cell

(a) : if s” does not contain 1

(b) : if 5’ contains 1

(c) : if " does not contain any even number
(d) : if s’ contains an even number
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