
On «¡-products of automata 

B y B . IMREH 

The purpose of this paper is to study the «¡-products (see [1]) f r o m the point 
of view of isomorphic completeness. 'Namely, we give necessary and sufficient con-
ditions for a system of au tomata to be isomorphically complete with respect to 
the a ;-product. I t will turn out that there exists no minimal isomorphically complete 
system of au tomata with respect to «¡-product and if i s l then isomorphically 
complete systems coincide with each other with respect to different «¡-products. 
Moreover, we prove that if /< / ' then the ay-product is isomorphically more general 
than the «¡-product. 

By an au tomaton we mean a finite au tomaton without output . Let A , = 
=(xt, A,, <>,) 0 = 1 , . . . , n) be a system of automata . Moreover, let X be a finite 
nonvoid set and cp a mapping of ^ X . - . X ^ X X into i ^ X . . , X X n such that 
<p(a1; ...,an, x) = (cp1(a1, :.., a„, x), ..., (p„(a1, ...,an, x)), and each cp} (1 
is independent of states having indices greater than or equal to j+i, where i is a 
fixed nonnegative integer. We say that the au tomaton A = ( X , A, d) with 
A = A1X...XA„ and 

¿((fli, ...,fl„), x) =(5i(a1,<p1(fl-1, ...,an,x)), ..., Sn(a„, <pn(au ...,a„,x))) 

is the di-product of A , ( t = 1, . . . , n) with respect to X and cp. For this product we use 
n 

the shorter notat ion A= JJ A,(X, cp). 

Let I be a system of automata . I is called isomorphically complete with respect 
to the «¡-product if any au tomaton can be embedded isomorphically into an a r 
product of au tomata f r o m I . Furthermore, I is called minimal isomorphically 
complete system if I is isomorphically complete and for arbitrary A £ l the system 
2 \ { A } is no t isomorphically complete. 

Take a set M of au tomata , and let i be an arbitrary nonnegative integer. Let 
a¡(M) denote the class of all au tomata which can be embedded isomorphically 
into an «¡-product of au tomata f rom M. I t is said that the a,-product is isomorphically 
more general than- the a,--product^if for any se t_M of au tomata c/.j(M)Qai(M) 
and there exists a t least one set M such that aj(M) is a proper subclass of a , (M) . 

The following statement is obvious for arbitrary natural number / ^ 0 . 
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Lemma. If A can be embedded isomorphically into an «¡-product B with 
a single factor and B can be embedded isomorphically into an a r p r o d u c t C with 
a single factor, then A can be embedded isomorphically into an a,-product C with 
a single factor. 

Fo r any natural number n S l denote by Tn = (Tn,N,SN) the au tomaton 
for which iV={ l , . . . , «}, Tn is the set of all t ransformations t of N, and <5,v(y, t) = 
= t ( j ) for all j£N and t£Tn. 

The next Theorem gives necessary and sufficient conditions for a system of 
automata to be isomorphically complete with respect to a 0-product . 

Theorem 1. A system I of automata is isomorphically complete with respect 
to a 0 -product if and only if for any natural number n ^ 1, there exists an au tomaton 
A £ 1 such that T„ can be embedded isomorphically into an a 0 -product of A with 
a single factor. 

Proof. The necessity and sufficiency of these conditions will be proved in 
a similar way as that of the corresponding statement for generalized a 0 -produc t 
in [2]. 

In order to prove the necessity assume that I is isomorphically complete with 
respect to the a 0 -product . Let « > 1 be a natural number and take T„. By our 
assumption, T„ can be embedded isomorphically into an a 0 -product B = (Tn, B, <5B) = 

m 

— II A(Tn> <P) ° f automata f rom I. Assume tha t / n > 1, and let /< denote a suitable ' 
r = l 

isomorphism. Define parcitions n'j {j=\, ... ,m) on B in the following way: 
(«i, am) = {a[,..., O O j ) (a-L, ...,am), (a{, ..., a'J£B if and only if at = 
= a[, ...,aj = a'j. Now let itj (j= 1, . . . , m ) be partitions on N given as fol lows: 
for any {a1, ...,am), (a[, ...,a'm)£B we h a v e / i " 1 ^ , •••, an)=n-1(a1, ...,am){nj) if and 
only if (au ..., <zm) = (<7i, ...,a'm) (Ti'j). It is easy to prove that Uj (j=l,...,m) 
have the Substitution Property (SP). On the other hand, for T„ only the two trivial 
partitions have SP. Thus, we get that each n j has one-element blocks only, or. it 
has one block only. Among these partitions there should be at least one which 
has more than one block, since « > 1 . Let I be the least index for which nL has at 
least two bloks. Then the blocks of n, consist of single elements. Therefore, the 
number of all blocks of 7r, is n. We show that T„ can be embedded isomorphically 
into an a 0 -product A, with a single factor. Let ( a n , . . . , a im) denote the Smage of 
/ ( / = 1 , . . . , « ) under /i. F rom our assumption and the definition of iij it follows 
that aks —au if l^k^n and l ^ s S / — 1. Take the a 0 -product C = (T„, At, 8C) = 
= TIAi(T„, V) where ¥(t) = (pl(a11, / ) for all t£T„. It is easy to prove 
that mapping v:/—an (i= 1, . . . , n) is an isomorphism of T„ into C = 77A,(J'„, V). 

The case n— 1 is obvious. 
To prove the sufficiency take an automaton A = (X, A, <5A) with n states. Let 

H be an arbitrary 1 — 1 mapping of A onto N. Take the a 0 -product C = m„(X, cp) 
with a single factor, where (p(x) — t if and only if n(SA(a, x)) = t(n(aj) for any 
a£A. Then fi is an isomorphism of A into C. On the other hand, by our assumption, 
there exists an automaton B in I such, that T„ can be embedded isomorphically 
into an a 0 -product of B with a single factor. Therefore, by our L e m m a , A can be 
embedded isomorphically into an a 0-product of B, which completes the proof 
of Theorem 1. 
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Corollary. There exists no system of au tomata which is isomorphically complete 
with respect to a 0-product and minimal. 

Proof. Take a system Z of au tomata which is isomorphically complete with 
respect to a 0-product , and let A £ Z be an automaton with n states. I t is obvious' 
that A can be embedded isomorphically into an a 0 -product of Tm with a single 
factor if m^n. Take a natural number m>n. By Theorem 1, there exists a 
such that Tm can be embedded isomorphically into an a 0 -product of B with a single 
factor. Therefore, by our Lemma, A can be embedded isomorphically into an 
a 0 -product of B with a single factor. Thus, £ \ { A } is isomorphically» complete 
with respect to a 0-product , showing that Z is not minimal. 

For any natural number w S l denote by T>n = ({xpq}1SpSn, {1, . . . , «} , <5„) the 
1S8SB 

automaton for which for any /€{1, . . . , « } and . 

(k if l = s 
A ( / ' X s k ) = 1/ otherwise. 

The following Theorem holds fo r a r p r o d u c t s with / s i . 
Theorem 2. A system Z of au tomata is isomorphically complete with respect 

to a r p r o d u c t ( / = 1 ) if and only, if for any natural number 1, there exists an 
automaton A £ Z such that D„ can be embedded isomorphically into an «¡-product 
of A with a single factor. 

Proof. First we prove that D„ ( « > 1) can be embedded isomorphically into 
an a r p r o d u c t of au tomata f rom Z with a t most / factors if D„ can be embedded 
isomorphically into an a,-product of au tomata f rom Z. Indeed, assume that D„ 

k 
can be embedded isomorphically into the «¡-product B= JJ At({xpq}, <p) of auto-

<=i 
mata f rom Z with £ > / , and let fi denote the isomorphism. For any /€{1, ••• ,«} 
denote by ( a n , . . . , a , k ) the image of I under /u. We may suppose that there exist 
natural numbers r ^ s (1 such that since otherwise 'D„ can be 
embedded isomorphically into an «¡-product of au tomata f rom Z with k— 1 factors. 
Now assume that there exist natural numbers u ^ v ( l = w , c S n ) such that aut=avt 
( i = l , . . . , / ) . Then <Pi(aul, ...,aui,xlr) = (p1(aDl,-...,avi,xlr) for any xlr£ {xpq}. Thus 
in the «¡-product B the au tomaton Ax obtains the same input signal in the states 
aul and avl for any xir(i{xpq}. On the other hand since fi is an isomorphism and 
u ^ v , thus the automaton Aj f rom the state o u l goes into the state a r l and f r o m 
the state avl it goes into the state a0l for^any input signal xur (1 ^r^n). This implies 
a „ i = a r i ( l S r i n ) , which contradicts our assumption. Thus we get that the elements 
( a n , . . . , a , i ) ( ¡ ^ t ^ n ) are pairwise different. Take the following «¡-product 

i 
c = ({*pJ . C,-<5c)=/7 At({xpq}, IP) where for any j=l, ..., /, ..., o ^ i ^ X . . . XAt 
and x£ {xpq} '=1 

¡<Pj(a, j , . . . , a, j + ,-i, x) if j + i—l^k a n d t h e r e ex is t s 

| l ^ t ^ n such that a s = a,s ( s = l , ..., /,) 
i j / j ( a 1 , . . . , a,-, x) = •••>aik>x) if j + i — a n d t h e r e ex is t s 

| l ^ i ^ f j such that as = ats ( s = l , .. . , /), 
. I arbitrary input signal f rom ^ otherwise. 

3: 
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It is clear that the correspondence v:/— (an, ..., ati) is an isomorphism of 
D„ into C. 

N o w we show that if D„ ( n > l ) can be embedded isomorphically into an 
a r p r o d u c t of automata f rom I with at most i factors then there exists an au tomaton 
A £ Z such that b.< can be embedded isomorphically into an a ;-product of A 

LK"] 

with a single factor, where [ / /z ] denotes the largest integer less than or equal to 
i 
i~n. Indeed, assume that D„ can be embedded isomorphically into the a r p r o d u c t 

k t 
B = [J A,({xPi}, <p) of automata f r o m I with k^i factors. Let ¡.i denote a suitable 

»=i 
isomorphism, and for any / € { 1 , . . . , « } let (o(1, . . . , alk) be the image of I under 
/i. Since n is a 1 — 1 mapping, thus the elements (an, ..., atk) (t=1, . . . , « ) a re pair-
wise different. Therefore, there exists an s (1 Ss^k) such that the number of pair-

wise different elements among a^, a2s, ..., a„s is greater than or equal to \jfn\. Let 

aJlS, ..., aJrS denote pairwise different elements, where r g [ / ) i ] , and denote by r i 
X the set _of input signals xpq ( lS /7 , ¿¡rS[/«]) . Take the following _a r product 
C—]JAS (X, f ) with single factor, where for any aJtS£As and xuv£X 

I ( = i ^ K - . i . •••> ahk, XJtJv) i f U = t 
naj^x»,) ; , t ) o t h e r w i s e . 

i 
I t can be proved easily that the correspondence v:i—aJ t S (/ = 1, . . . , [ y « ] ) is an 
isomorphism of D ^ into C. 

The case « = 1 is again obvious. To prove the sufficiency by our Lemma, it 
is enough to show that arbitrary automaton w i t h « states can be embedded isomor-
phically into an a r p r o d u c t of D„ with a single factor. This is trivial. 

Corollary. There exists no system of automata which is isomorphically complete 
with respect to a,-product ( i £ l ) and minimal. 

In the sequel we shall study general properties of a r produc t s ( / = 0 , 1, ...). 
Fo r this we need some preparation. 

Take a set A and a system n0, ...,n„ of partitions on A. We say that this 
system of partitions is regular if the following conditions are satisfied: 

(1) 7TQ has one block only, 
(2) 7t„ has one-element blocks only, 
(3 ) 7 R 0 S 7 T 1 S . . . £ 7 T „ . 
Let n be a partition of A. Fo r any ad A, denote by n(a) the block of n contain-

ing a. Moreover, set MJta= {nj+1(b):b£A and b=a(nj)}, where a£A and 
7 = 0 , . . . , « —1. Finally, let TZj/nJ+1=max {\MJta\:a£A}. 

It holds the following. 

Theorem 3. Let / > 2 be a natural number and z ' ^ l . An au tomaton 
A—(X, A, ¿a) c a n be embedded isomorphically into an a r p r o d u c t of au tomata 
having fewer states than /, if and only if there exists a regular system n 0 , . . . , n „ 
of partitions of A such that 

(I) 7r J /7r J + 1</ for all y = 0 , . . . , « - 1 , 



On arproducts of automata 305 

(II) a =b(nj) implies SA(a, x)=<5A(6, x) (7ty_i+1) for all / — x E X 
and a, b£A. 

Proof. Theorem 3 will be proved in a similar way as the corresponding state-
ment for generalized a,-products in [2]. 

In order to prove necessity assume that the automaton A can be embedded 
n 

isomorphically into an a r produc t JJ At{X, cp) of automata with \At|</ 
t=i 

( i = l , ...,n) and / > 2 . Let /i denote a suitable isomorphism. Define partitions 
nj (j=0, 1 , . . . , « ) on A in the following way: n0 has one block only, and 
a=a'(nj) ( I s j ^ n ) if and only if n(a) = (au ..., a„), n(a') = (a[, ... , a„) and 
a x = a i , . . . , d j = a ' j . It is obvious that 7r0, , . . . , n„ is a regular system of parti-
tions and conditions (I) and (II) are satisfied by this system. 

Conversely, assume that for an A=(X, A, S) there exists a regular system 
jz0, ...,n„ of partitions satisfying conditions (I) and (II). We construct automata 
Aj=(Xj,Aj,Sj)(j=l,...,n) with =7TJ_1/7rJ(-=:/) such that the automaton 
A can be embedded isomorphically into an a r p r o d u c t of automata Aj ( j = 1 , . . . , « ) . 

Let Aj be arbitrary abstract sets with \Aj\ = Uj_iliij and Xj—A1X---
...XAJ+t-iXX i f j + i - l ^ n a n d _ XJ = A1X...XAnXX o t h e r w i s e . N o w l e t 
Pj be a mapping of M{nj{a)\a(iA} onto Aj such that the restriction of ¡ij to 
any M j _ l i 0 is 1 — 1. Define the transition function 8j in the following way: 

(1) if j+i—l^n then for any aj £ Aj and (b1,...,bJ+i_1,x)£XJ ' 

Ilij(jtj(5(a, x))) if dj=bj and there exists an a £A 
by+i-i , x)) = { such that n,(n,(a)) = b, for all i = l , ..., i+j-1, 

(arbitrary element f rom A j otherwise, 

(2) if j+i— l > w then for any afiAj and (61; . . . , b„, x)£X} 

( Hj(7tj(d(a, x))) if aj=bj and there exists an a£A 

such that n,(nt(a))=bt for all t= 1, ..., n, 
arbitrary element f rom A j otherwise. 

First we prove that 5j is well defined. Assume that in case (1) there exists a b£A 
such that it(b)) = b, ( / = 1 , ...,j+i— 1). It is enough to show that b = a(itJ+t^1) 
since this by (II), implies that 5(b, x)=8(a, x) for any x£X. We proceed by in-
duction on t. b=a(nx) obviously holds since ^ is a 1 — 1 mapping of M1 onto 
Ax. Assume that our statement has been proved for t— 1 (1 ̂ i — 1) 
that is b = a(nt_^). Therefore, since p., is 1 — 1 on M,_Ua and /1,(71,(a)) = fi,(nt(b)) 
thus nt(b) = nt\a). Case (2) can be proved by a similar argument. n Take the a r produc t B = JJ At(X, cp) where the mapping (pj is defined in «=i 
the following way: 

(1) if j+i-l^n then for any (alt . . . , a y + i _ 1 ) e , 4 1 X . . . X / l ; + i - i and x£X 

<Pj(aly x)=(«i> ...,ay+(_1, x), 

(2) if j + i—l>n then for any (alt ...,an)£A1X...XA„ and x£X 

<pJ(a1,...,a„,x)=(a1, ...,a„,x). 
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It is easy to prove that the mapping v:#—(/i,(ti1 (a)), ..., n„(n„(a))) is an 
isomorphism of A into B, which completes the proof of Theorem 3. 

Let us denote by A 2 = ( { x , y}, {0, 1}, <52) the automaton for which <52(0, x) = 
=<52(1,;0 = 1 and <52(1, x)=<5 2 (0 ,y)=0. 

Now we prove 

Theorem 4. Automaton D„ can be embedded isomorphically into an a r product 
of A2 ( / S i ) if and only if 1^/1^2' . 

Proof. The necessity follows from Theorem 3. Indeed, if D„ can be embedded 
isomorphically into an a rproduct of A 2 , then by Theorem 3, there exists a regular 
system n0 , n1, . . . , nk of partitions of the set {1, . . . , « } such that (I) and (II) are 
satisfied. If « > 2 ' then there exists a subsystem n t l > n , t > ... >7rti of n 0 , . . . , n k 

such that n0>7i t l and n u > n k . Since n t > n k thus there" exists at least one block 
of nu which has more than one element, that is there exist I and r (1=1, r^n) with 
M r and l=r(n,.). From this, by condition (II), we get that for all xsv € { x p 4 } i S p S n 

1 SgSn 
<5„(/, xsv)=S„(r, xsp)(7r(l). This implies nQ=ntl, which contradicts the assumption 
that 7r0>7rri. 

To prove the sufficiency let n be an arbitrary natural number with 
i 

We take the arproduct B— JJ A2({xpq}, cp) of A2 , where the mapping cpj is defined 

in the following way: for any 

(au ...,at,xsr)£{0, l } x { 0 , 1 } X . . . X { 0 , l } X { x p J 

I 1 ' \x if Zat2l~'+l = s and r = Zbt2'-'+l and ay bJt 
<pj(a1,...,at,xsr)=i t=i r=i 

(y otherwise. 

It is not difficult to prove that D„ can be embedded isomorphically into the 
i 

automaton B under the isomorphism /i defined as follows: if k=^ at2'~' + 1 
«=i 

then ii(k)=(al, ..., ai) for all k= 1, . . . , n. This ends the proof of Theorem 4. 

Let C„ denote the automaton ({x}, {1, . . . , n), 5„) where for all l^k<n 
S„(k, x)=k+l and 5„(n, x)=n. 

It can easily be seen that for any natural number n ^ l C„ can be embedded 
isomorphically into an ax-product of A2. On the other hand it is not difficult to 
prove that if « > 1 then C„ cannot be embedded isomorphically into an a0-product 
of A2 . From this we obtain that the -product is isomorphically more general 
than the a0-product. 

In [3] V. M. Gluskov introduced the concept of the general product and proved 
that system {A2} is isomorphically complete with respect to the general product. 
This, by Theorem 4, implies that for any natural number / the general product 
is isomorphically more general than the «¡-product. 

Our results can be summarized by 

Theorem 5. The general product is isomorphically more general than any 
aj-product ( y = 0 , l , 2 , . . . ) and any /", j (i, {0, 1, 2, ...}) if i<j then the ay-
product is isomorphically more general than the arproduct. 
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Finally we consider that what kind automata can be embedded isomorphically 
into an «¡-product ( / = 0 , 1,2, ...) of automata f rom the given finite set of auto-
mata. For this the following is valid. 

Theorem 6. For any natural number z'(sO), automaton A arid finite set M of . 
automata it can be decided whether or not A 6a f (M) . 

Proof. Assume that automaton A = (X, A, <5A) with m states can be embedded 

isomorphically into an «¡-product B = / J A , ( X , <p) of automata f rom M under 
i=i 

the isomorphism ¡x. Let F = m a x {\At\:At£M}, and fo r all a^A (i= 1, ...,m) 
denote by ( a n , . . . , a i s) the image of under fi. We define partit ion n on the set 
of indices of the a r p r o d u c t B. Any k, I (ISA:, l^s) k = l{n) if and only if Ak=A, 
and atk=atl for all t=1, ..', m. It can easily be seen that the partition n has at 
most \M\-Vm blocks. Since n is an isomorphism, thus if atk=an ( f = l , ...,m) 
then the /c-th component of ju (<5A(a,, x)) is equal to the 7-th component of 
/¿(<5A(A> x ) ) for all / = 1 , . . . , m and x£X. By this it is not difficult to prove, that 
the automaton A can be embedded isomorphically into an a r p r o d u c t of automata 
f rom the set M with at most \M\-Vm factors. 
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