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A note on fully initial grammars

S. Vicolov*

We (negatively) solve two conjectures of Mateescu and Paun [3] then we give
characterizations in terms of syntactic semigroup of some families of regular fully
initial languages.

1 Definitions and notations

For a vocabulary V, we denote by V*(V*) the free monoid (semigroup) generated
by V under the operation of concatenation; X is the null element (V* =V* —{A}).
The strings of V'* are called words. The length of a word z € V* is denoted by |z|.

If we consider a Chomsky grammar G = (Vy, V7, S, P), then the usual language
generated by G is defined by

L(G) = {z € V}|S = z}.
The fully initial language generated by G is
Lin(G)={z € V;|A='> z for some A € Vy}.

The study of fully initial languages was proposed by S. Horvath and has been
done in a series of papers (l,'ll [?} i3], [4].

Clearly, L(G) C Lm he family of full mltlal languages generated by
grammars of type 1,8 = 0 1 2,3 is denoted by 7 Ly

Usually, the nght.-hnea.r and the left-linear grammars generate the same fam- .
ily of languages. For fully initial grammars this is not true, therefore we shall
distinguish several classes of ®type-3” grammars.

A grammar G = (Vy,V7,S, P) is called right-linear (left-linear) if P C
Vn X (VAUVEVR)(P C VN X (V UVNV;.)) We denote by 713,1.,,, 7Ly, the corre-
sponding families of fully initial languages. A grammar G = (Vy, V1, S, P) is called
right-regular (left-regular) if P C Vi x (Vr UVrVy)(P C Vi X } T UVNVT)) The
correspondmg families of fully initial languages are denoted by 7 L,cq, F Lireg-F L3
is, in fact, FLrtin U F Litin. Following [3] we shall consider the next families, too:

7£?¢g = ;ﬁrrey N 7£lreg
fﬂi’,,, = yﬂrrcg U .Tﬂlreg-

The sets of prefixes, suffixes and subwords of a given word z are denoted by
Init(z) , Fin(z), Sub(z), respectively, and these notations will be extended in the
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natural way to languages When considering only proper prefixes, suffixes and
subwords, we shall write Initp(z), Finp(z) and Subp(z), respectively.

Let L be a language of Vt. The congruence ~r defined over V't by: u ~p v
if and only if, for every z,y € V* ,Tuy € L& zvyel,is ca.lled the syntactlc
congruence of L. The syntactic semigroup of L is the quotlent semigroup At/ ~

For further details in syntactic semigroup theory, the reader is referred to [5]

2 Necessary conditions for the context- free case
We shall reproduce here the necessary conditions for a language to be in L,
which were considered in [3]. Finally we shall prove that two of the conjectures
formulated there are not true.
Lemma 1 For each language L € F L3, L CV*, there are two positive integers p, q
such that each z € L, |z| > p, can be written as z = uvwzy,u,v,w,z,y € V=, s0
that

(s) lvwz| <gq, |vz|>0,

(%) for all k > 0, uv*wz*y € L and v*wz* € L.
Definition 1 For a given language L C V*, let

Min(L) = {z € L|Subp(z) N L = #}
and define

Ry (L) = Min(L)

Ri(L) = Riy (L) UMin(L — Ri_y(L)), 5 > 2.
We say that L has property R if and only if all the séts R;(L),: > 1, are finite.
Lemma 2 If L € FL2, then L has property R.
In [3] it i8 also proved that none of these conditions is sufficient for a language
to bein ¥ £2, and one formulates the following conjectures:

1,) If L is a context-free language which fulfils the condition in Lemma 1, then
Le

(2) For arbitrary languages, the condition in Lemma 1 is stronger than property

Proposition 1 Conjecture (£) i3 not true.
Proof. Consider the languages
L, = {cd"aeklb ..t ck"bln > 0,ky,...k, 20},

L= Lyu{e"b|n >0}U {d"ab™|n > 0}.

We shall prove that L fulfils the condition in Lemma 1. Let us take p = 2 and
g = 3. For z = €"b or z = d"ab™ we clearly have all conditions in lemma fulfilled.

If z = cd™ae’'b...e ™b, then |z| > p implies n > 1. There are two cases.
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1. For all 4,1 < ¢ < n,ki = 0. Therefore z = cd"ab™. We take
y=cd" v=dw=az=by=>"1 It follows that z = vvwazy, |vz| >
0, jvwz| < q,uv wz"y = cd* " 1d*ab*b"~! € L and vFwz* = dkabk € L for every
k>0.

2. There is an §,1 < 1 < n, such that k; 2 1. We consider u =

cdrae’h.. . " 1he™ v = e,w_= bz = Ay = e *1b...¢e b Then z =
wowzy, ]vzl > 0, jvwz| < ¢, wvhwzty = cdaetb...e" " 1pe" =t "be i+ fnpe
L and v*wz* = e*be Lfor all k > 0.

On the other hand, L does not observe property R. Indeed, it is clear that
Ry(L) = {a,b} and Rq(L) {a,b, ca, eb,dab}. Mm(L Ry(L) > cda(eb)™|n >
1} since, for alln > 1,z = c¢d"a eb)" implies z € L — Ra(L),Su p(z NL; =@ and
Subp(z) N sL L) = {a,b eb} C g(L) It follows that RS(L) is an infinite set.

In conclusion, L fulfils the condition in Lemma 1 without observing property
R.

Proposition 2 Conjecture (1) is not true.

Proof We shall consider the same language L as in the above proof. Let
(VN,VT,S P) where VN = {A B C S} VT = {a,b c, d c} and P = {S —_—
cAA—-»dABB——»eBA—»aB b,S——»B,S—»C’C—»dCbC—»
It is easy to see that L= L(G’f Consequently, L is a context - free language
which fulfils the condition in Lemma 1. L has not property R, therefore, according

to Lemma 2, L ¢ L. In conclusion, the proposition is proved.

Remark 1 Note that Lin(G) = LU {d™ae 1b...e "bln > 0,k 2 0,1 <i < n}.

Remark 2 The negative answer of these two conjectures rasses another problem: a
contezt-free language which satisfies ssimultaneously the condition sn Lemma 1 and
the condstion R, 1s sn FLo?

Proposition § The condition R and the condstion in Lemma 1 fulfilled in the
same time, are not sufficient for a context-free language to be sn 7 L.

Proof. Consider the language
= {cd"acklb e ek"bln > 0,k1,...kn 2 0} U {d"ab™|n > 0} U {¢,b}*.

Note that L; = LU{e, b}, where L is the language used in the above proofs. L
and {e, b} are context-free languages. Consequently, L, is a context-free language,
too. We have pointed out in the proof of Proposition 1 that L satisfies the condition
in Lemma 1; it is easy to see that {¢,b}* also satisfies this condition. In conclusion,
L, fulfils the condition in Lemma 1.

L, observes property R. Indeed, Ry(L;) = {a,e,b} and Ri(L;) =
{cdmac’b...e™bj0 S n <§—-20<n+k +...+k, <i—1}uU{d"ab"|0 <
n<t—1}U{u€{e b}+,|u|<;} 1> 2.

The last equality can be obtained by induction. We denote by A; the right term
of the equahty It 1s clear that Ry(Lz) = Aa. Suppose that R;(L;) = Ay, for an
arbitrary 5 > 2. We must show that R;y(L;) = A;4y. Accordmg to definition
and to the above supposition we have Rj+1(Lz) = R;(L2) UMin(Ly — R;(L;)) =
Aj UMin(L; - A,) Also using the inclusions Aj4+1 € Ly and Rj4+1(L2) € Lo, we
conclude that it is sufficient to prove that z € A4, iff z € A; U Min(L; — 4;), for
all z € Ly. There are three cases.
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(1) z = cd™ac’lb...e'"b. z € Ajphaifn<j—landn+ki+...4+k, <.
Obviously, Subp(z) N Lz = Sub(c"15...e" ") U {d*abt|1 < n,ky +...+ ke = 0}.

Suppose that z € A;4;. We obtain Subp(z) N L; C {u € {¢,b}||u| < s} U
{dtab*|t < 7 — 1} C A;. It follows that z € A; U Min(L; — 4;).

Conversely, suppose that z € A; UMin(L; — A;). If z € A;, then z € A,.H If
z € Min(L; — A;), we obtain Subp(z) N Lz C A;. This implies Sub(c 1b...e""b) C
A;. Hence n+k1+ .4k, <jandn<j. Ifn=j, wehave ky +.. +k,, —Oa.nd

& ab’ € (Subp(z) N Lg) A,, which is a contradiction. Consequently, n < 5—1
and n + 1 +. +
Thus we proved that in this case, z € A4 iff z € R;41(L3).

(2) z=d"ab™. z € Aj41 iff n < 3. n < 7 iff Subp(z) N Lz = {d*abF|k < 5 —1}(C
A;j) iff z € A; UMin(L; — Aj).

(3) z € {e,b}*.z € A;41 iff |2 <J+1 iff Subp(z) N Ly C {u € {¢,b}F]| |u] <
JHC 4;) iff z€ A; UMin(Lp — Aj

In conclusion, Lo is a context-free langﬁage which satisfies both the condition
in Lemma 1 and the condition R.
On the other hand, L; ¢ FL;. Assume the contrary and conmder a t.ype-2 gram-

mar G = (Vy, V7, S, P) such that L;,(G) = L3. Since L = {cd™ae'1b.. "bln >
0,ki,....,kn, = 0} U {d*ab”|in > 0} U {e,b}*, we conclude that, for gener-
ating the strings of the form cd"aeklb...e np, we need derivations such as:
X=>d'XBi,j > 1,X € Vy,B € Vy,B=3e*b,k > 1, X=3uw,w € T. It fol-
lows that d’w(e*b)? € L;,(G) — L3, which is a contradiction.

Thus, the proof is completed.

3 Characterizations of languages in 7.,

Fling, FLO,

We shall consider here a characterization of these families in terms of the syntactic
semigroup. For proving it we shall use the following lemma, presented in |3).

Lemma 8 (i) L € FL,,c if and only if L is regular and L = Fin(L).
(W) Le 7&"0 sf and only if L is regular and L = Init(L).
(i) L € 7L, if and only if L is regular and L = Sub(L).

We also shall use two well-known results in the theory of syntactic semigroups

[5]:
- Lemma 4 Let L C V*. L s regular sf and only sf its syntactic semigroup is finste.

Lemma & Let L C V't be a language and denote by ¢ the canonical homomor-
phism p: V¥ —V*/~p. ThenV* — L= 1 (p(Vt - L)).

We shall consider below that L, Fin(L), Init(L) and Sub(L) do not contain the
null word A.
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Proposition 4 Let L be a language over V. Denote by S the syntactic semigroup
of L, by o the canonical homomorphism o : VY — V¥ / ~ = § and P = p(L).
Then, we have:

() L € FL,req of and only if S 1s finite and S(S—-P)C S~ P.

(1) L € FLirey if and only if S is finite and (S —P)SC S - P.

(si) L€ 7L, +f and only i S 1s finite, S has a zero, 0, and S — P = {0}.

Proof. (i) According to Lemma 3, part (i), L € 7L,., if and only if L is regular

and L = Fin(L). Since we always have L C Fin(L), we deduce that L = Fin(L)

is equivalent to "for all u,v € V¥, uv € L => v € L*, statement which is also

equivalent to "forallu€ V* andve VY - LiuwweV*t - L, jie. V¥(Vt - L) C

V+ — L. It follows from the last inclusion that o(V*(V+ — L)) C o(V*t - L)

and hence p~(p(V*(V* — L)) € ¢~ (p(V* — L)). In turn, the last inclusion

implies V¥(Vt — L) C V* — L, since VH(V* — L) C o~ {p(VF(V* ~ L))) and

@ (p(V*—L)) = V*~L (Lemma5). Consequently, V¥(V*—~L) C V*—Lifand

only if o(V¥)p(V—L) C oVt —L)((VI(Vt—-L)) = o(V*)o(V*— L) since o .

is homomorphism of semigroups) if and only if S(S—P) C S — P (use p(V*) =S

and o(V*t —L) = S — P, from Lemma 5). Thus we proved the equivalence between

Lh = Fm(fL) and S(S — P) C 8 — P. Using the result in Lemma 4, too, we conclude

the proof.

{1’1) The proof is symmetrical.

(i) Suppose that L € 7L, ,. According to Lemma 3, part (iii), L is regular
and Sub(L) = L. From the last equality it follows that "u ¢ L => zuy & L,
for all z,y € V* and u € V*” (assuming the contrary, we have zuy € L, hence

u € Sub? L) = L, which is a contradiction to u & L). Take u,v arbitrary in
V+ such that u € L. From the above statement we obtain uv € L,vu ¢ L and:
"zuy & L,zuvy & L, zvuy & L, for every z,y € V1. Consequently u ~z uv ~. vu
and hence we have p(u) = p(uv) = p(vu), i.e. p(u) = p(u)p(v) = p(v)e(u).
Since v is an arbitrary word of V+,(v) is an arbitrary element of p(V*t) = S.
Therefore we deduce that o(u) is a zero of S. A semigroup may contain only one
zero. As u is arbitrary in V* — L and p(V* — L) = S —~ P, we conclude that S — P
contains only one element, which is the gero of S. Since L is regular, S is finite.
Thus, one of the implications is proved.

Conversely, suppose that § is finite, S has a zero, 0, and S — P = {0}. Clearly,
(S—P)SCS—Pand S(S~P)C S — P. According to the parts (5 and (ii) of
this Proposition, it follows that L € 7L, .

Corollary 1 Let L be a language of V't whose syntactic semigroup 1s commutative.

IfLe7L.,,, then in fact L is in 7L, .

Proof. L € 7L;., implies L € FL,req of L € FLiyeg. We use Propesition 4,

parts (i), (ii), and we obtain S(S—P)C S —~Por (S— P)S CS— P. Since §

i8 commutative, these inclusions hold simultaneously. Using again Proposition 4,

parts (i), (i), we conclude that L € 7L,

reg*®
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