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Abstract

Difficulties in the communication of people with various movement and

cognitive disorders may be alleviated by means of pictorial symbols. Auto-

matic transformation of symbol sequences to natural language is of high im-

portance. Performing this task by defining all valid sentences manually would

require a large amount of work. We show that a small initial seed corpus is

sufficient, which can be expanded automatically by generating candidate sen-

tences and filtering them using N-gram statistics from a much larger corpus.

The method is evaluated on a seed corpus containing dialogues, collected

from an English language learning website. The ratio of useful sentences in

the expanded corpus is 3–4 times bigger than in the set of unfiltered candidate

sentences. We also use a manually constructed corpus for further evaluation.

To demonstrate the practical applicability of the method, we have imple-

mented a sentence production prototype that performs the transcription of

symbol sequences to natural language. The system produces new and mean-

ingful sentences and thus it can considerably decrease the size of the corpus

needed, while it can increase the variability of sentences.

Keywords: augmentative and alternative communication, natural language

processing, corpus statistics

1 Introduction

People with severe communication impairment, caused by traumatic brain injury,
cerebral palsy or other conditions face huge challenges in their daily lives. A signif-
icant portion of the affected people also has cognitive disorders which makes them
unable to produce or recognize letters. Communication is often facilitated by select-
ing pictorial symbols from a list called communication board. Such boards may be
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Figure 1: Translating symbol sequences to sentences. The message con-
structed from the symbols ‘I ’, ‘have’ and ‘sandwich’ is ambiguous, it can be trans-
lated to either ‘I have a sandwich’ or ‘I would like to have a sandwich’.

low-tech tools (e.g., pictures on a piece of cardboard), or electronic devices. These
techniques belong to the field of Augmentative and Alternative Communication
(AAC).

A single selected communication symbol may be a message in itself, but more
elaborate messages can also be composed from multiple symbols. In a sense, the
users of symbol-based communication express themselves in their own language of
symbol sequences. The sequences are often very brief and most of the words are
omitted from them [3]. In some cases, the order of symbols within a message is also
arbitrary [14]. These messages are often ambiguous, therefore the communication
partner has to ask questions actively to find out the intended meaning. The lack
of means to expressive communication forces many AAC users to interact only
with a relatively narrow circle of people [2]. We aim to alleviate this problem
by automatically transforming symbol sequences to sentences in natural language
(Figure 1). This way, AAC users should be able to control their conversations
better, and convey their wishes and thoughts more effectively.

There have been some attempts in the literature to generate sentences from sym-
bol sequences in real time. These approaches are mostly rule-based, and language-
dependent [3, 4, 7, 9].

A method that is satisfactory in practice is to define all possible sentences be-
forehand, for example, by storing them in a text corpus, and retrieving them during
the conversation [1]. The manual construction of a such a corpus would require an
enormous amount of work. The corpus would also need maintenance: for example,
new sentences should be added as the vocabulary changes. The whole procedure
should also be performed for every user separately, since they have different needs.

We propose a method for corpus expansion to help symbol-based communica-
tion. The idea is that only a small set of sentences is needed in a seed corpus, which
is then automatically expanded, based on the available symbol set. The process of
expanding a corpus automatically has been studied before [12], but, to the best of
our knowledge, has not in the context of augmentative and alternative communi-
cation. In this paper, the method is evaluated on a seed corpus collected from an
external source as well as on a manually constructed seed corpus.

2 Methods

Our method consists of two main stages. The first one is corpus expansion (Fig-
ure 2). This is a preparatory stage, which entails the following steps:
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Seed corpus

Vocabulary

Scored candidate sentences

Filtered sentences

I would like a sandwich.

I would like to go to the garden.

banana

pizza

cinema

I would like a banana.

I would like a pizza.

I would like a cinema.

I would like to go to the banana.

I would like to go to the pizza.

I would like to go to the cinema.

0.19

0.26

0.02

0.00

0.04

0.22

I would like a banana.

I would like a pizza.

I would like to go to the cinema.
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0.26

0.22

1)
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Figure 2: Corpus expansion stage. From a small seed corpus and a vocabulary,
candidate sentences are generated, which are then scored and filtered to eliminate
uncommon entries.

1. A seed corpus is defined.

2. The vocabulary (i.e., the collection of available symbols and the words or
phrases they denote) is defined.

3. Candidate sentences are generated from the seed corpus and the vocabulary
by performing substitutions.

4. Scores are associated to the candidate sentences based on how frequent their
constituent N -grams are in a suitably large corpus.

5. The candidate sentences are filtered by selecting an appropriate score thresh-
old.

The second stage is symbol transformation, in which the symbol sequences given
by the impaired user are transformed to natural language:

1. A symbol sequence is defined by the user.

2. Relevant sentences are retrieved from the filtered corpus.

3. Sentences with the top K highest scores are presented to the user.

2.1 Candidate sentence generation

The goal of candidate sentence generation is to produce a large and diverse corpus.
Optimally, the result should contain all sentences that correspond to some symbol
sequences constructed from the vocabulary.

Our approach is based on replacing the content words (i.e., words that carry
some semantic content) of the sentences in the seed corpus with words from the
vocabulary. Using a part-of-speech tagger, open class words (nouns, verbs, ad-
jectives and adverbs) can be marked as content words. We utilize this approach
in Section 3.1. If the size of the seed corpus allows for it, the manual tagging of
content words may also be feasible, as in Section 3.2.
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Once the content words are known, candidate sentences are generated by simply
replacing them with words in the vocabulary in every possible way. The new
sentences will be similar to the initial ones in structure, but different in content.
For example, from the sentence ‘I would like a sandwich’ in the initial corpus, and
the from the symbol for ‘banana’ in the vocabulary, the sentence ‘I would like a
banana’ is generated.

Most of the candidate sentences are not useful in any situations. Consider the
initial sentence ‘I would like a soda from the fridge’, and the symbol ‘cinema’. The
candidate sentence ‘I would like a cinema from the fridge’ is generated. Includ-
ing nonsense sentences in the expanded corpus has two disadvantages. First, it
makes the corpus bigger which possibly slows searches down. Second, these sen-
tences might be erroneously retrieved during the transformation stage: the sym-
bol sequence ‘like cinema’ might be transformed to the aforementioned example.
Therefore, the candidate sentences need to be filtered in some way.

To reliably recognize inconsistencies (e.g., a cinema does not belong into the
fridge), either an elaborate common sense database, or statistics from a huge corpus
are necessary. In this paper, the latter approach is used. Corpus statistics can show
that the second sentence has very low probability thus it can be discarded.

When the seed corpus is constructed manually, it might also be feasible to set
up strict substitution rules for each sentence, instead of using corpus statistics. For
example, a rule may specify that only food items can be substituted to the sentence
‘I would like a 〈something〉 from the fridge’. In Section 3.2, we use such rules to
evaluate our method and thus demonstrate that using corpus statistics is sufficient.

2.2 Scoring

Because of sparsity, the probabilities of whole sentences longer than 5-6 words
cannot be estimated reliably by simply counting their occurrences in a large corpus.
The number of occurrences of the individual N -grams (i.e., sequences ofN words) in
the sentences can be used instead. A number of widely used language models exist
to perform this probability estimation, but they are usually suitable for estimating
the conditional probability of a word given the previous ones.

To score the sentences, versions of the NgramSum method were used in this
study, described in [11].

For a given N (typically N = 2, 3, 4, 5 are used), the NgramSum of a k long
text fragment is defined as

NgramSum(w1 . . . wk) =

k−N+1∑

i=1

Count(wi . . . wi+N−1),

where Count(s) is the number of times the word sequence s occurs in a given
(usually very large) corpus. In other words, the NgramSum method sums the
counts of all the N -grams in a text fragment.

When sentences generated by word substitution are compared to each other, the
NgramSum method is used to capture how well the new word fits in the local con-
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Figure 3: Computation of the 4Score for a sentence generated by substi-
tution. The score is the sum of the counts of the 4-grams in the sentence that
contains the substituted word.

text. N -grams that do not contain the substituted word are irrelevant (Figure 3).
The score of a substitution where the word x is substituted to the ith location can
be computed as

NScore(w1 . . . wk ←
i x) = NgramSum(wi−N+1 . . . wi−1xwi+1 . . . wi+N−1).

The magnitude of the previous score (based on the raw count of occurrences)
depends on many things, including the size of the corpus and the parameter N .
For a given vocabulary V , the normalized score of a sentence generated by word
substitution is

NormNScore(w1 . . . wk ←
i x) =

NScore(w1 . . . wk ←
i x)∑

v∈V NScore(w1 . . . wk ←i v)
,

the score divided by the sum of scores for all possible substitutions.
The score functions above are only defined for single word substitutions. How-

ever, it is easy to generalize Nscore to work for multiple word substitutions. For
example, when two words are substituted at the same time, into places i and j,
respectively, NScore can be defined as:

NScore(w1 . . . wk ←
i x←j y) =

NgramSum(wi−N+1 . . . wi−1xwi+1 . . . wj−1ywj+1 . . . wj+N−1).

The normalized version is also straightforward:

NormNScore(w1 . . . wk ←
i x←j y) =

NScore(w1 . . . wk ←
i x←j y)∑

u,v∈V NScore(w1 . . . wk ←i u←j v)
.

Modified versions of these scores, written as ModNgramSum, ModNScore and
ModNormNScore were also used. They are similar to the respective original scores,
with the only difference being that they are defined as zero if any of the N -gram
counts used to compute them is zero.

These scores are used during corpus expansion to discard generated sentences
that have lower scores than a certain threshold. The scores can also be used during
the transformation stage rank the relevant sentences.
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3 Results

3.1 Expansion of a natural corpus

We performed a corpus expansion test on a seed corpus collected from an external
source, and estimated the ratio of correct sentences in the extended corpus.

The initial corpus was downloaded from the language learning website eslfast.
com. Dialogues related to food were collected. Only sentences that were at most
ten words long were retained, as longer ones tended to be overly specific, and they
would have not been useful in a communication aid. After this filtering step, 429
sentences remained in the initial corpus.

To select the content words, the Stanford part-of-speech tagger was used with
the English bidirectional model [13]. Words tagged as nouns were regarded as
content words.

The vocabulary we used for the expansion was obtained the following way. We
collected the filenames of the English ARASAAC symbol set [8]. Only files that
were single words (i.e., contained only letters), longer than two characters were
retained. Words that did not have a noun synset in WordNet [6] were discarded.
We performed a further filtering step: we kept only those words that were present
among the twenty thousand most frequent 1-grams according to the Google Books
N -gram corpus [5]. After this, 2408 words remained in the vocabulary.

The corpus expansion was performed in two ways. A new corpus of the same
size as the initial one was generated in both. As a baseline, we generated 429 new
sentences by replacing content words with random words from the vocabulary. The
generated sentences in the baseline were not filtered in any way. As a filtered corpus,
again we generated sentences by substituting words in every possible way, but this
time, we assigned scores to the resulting sentences and filtered them. The scores
were computed using the Norm5Score method described in Section 2.2, using the
BerkeleyLM software [10] with the Google Books N -gram corpus [5] as the basis of
N -gram statistics. Two rounds of filtering steps were performed. First, to ensure
that the resulting corpus will be diverse enough, for each sentence in the initial
corpus, only the ten highest scoring sentences generated from them were retained.
Then, the overall 429 highest scoring sentences were retained from them.

For evaluation, 100–100 sentences were sampled with uniform distribution from
the original, the baseline, and the filtered corpora. Two independent human an-
notators received the sentences for evaluation. The annotators did not have com-
munication impairment, and both of them were fluent in English. They indicated
whether they can imagine a real life situation when the sentence would be poten-
tially useful for communication. The 300 sentences were shuffled in a random order,
so the annotators had no way to know the sources of the individual sentences. Both
annotators received the same sentences, in order to compute their agreement.

The results and some example sentences are shown in Table 1. The judges agreed
in their judgements 84% of the time. The inter-annotator agreement computed by
Cohen’s kappa was κ = 67%, which is generally considered a moderate agreement.
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Table 1: Results of annotation from three corpora with some example
sentences. The numbers show how many sentences each of the annotators found
useful (out of 100).

corpus 1st 2nd examples

initial 100 95

So, you like red apples better?
I want to buy some meat.
You should just get the basics.
What are you having for lunch?
Thanks for your help.

baseline 24 15

I would like four sunflower of ground beef.
I’m really not going to cook scarecrow.
I bought my food from the herd today.
I have a barrels for some chicken and potatoes.
What would you like food?

filtered 70 60

All I usually have is some fruit for breakfast.
Why don’t you put it in your pocket?
What kind of work do you want to make?
Let me have a copy.
What are you going to eat with your hands?

3.2 Expansion of a hand-crafted corpus

In the previous section, the expansion was performed on a corpus collected from an
external source. Since the contents of the corpus were not controlled, manual eval-
uation was necessary. In this section, a very small corpus is constructed manually,
which allows for semi-automatic evaluation.

For this experiment, we defined a vocabulary of 21 words (Table 3). Some of
the words are different types of foods, but there are also drinks, liquid containers,
and belongings of the speaker.

Seven simple sentences (Table 2) were written as an initial corpus that could be
useful when an impaired person buys some food in a store or a cafeteria. We refer
to these sentences as templates, because they contain one or two special symbols
instead of content words, which are later replaced by the algorithm. The sentences
allow the speaker to request a specific item, enquire about the price of a specific
item, and ask the shop assistant to take out the proper amount of payment from
the speaker’s wallet (since the user is presumably disabled and unable to do this).

From these templates and words, 1768 different sentences were generated by
replacing the special symbols with words in every possible way. The ‘a(n)’ indef-
inite article was resolved in every generated sentence (i.e., it was replaced by ‘a’
before a consonant and by ‘an’ before a vowel). The same thing could have been
possibly handled using n-gram statistics, provided the distribution of the vowels
and consonants for the first letters of the words were balanced, but that was not
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Table 2: The seven sentence templates of the hand-crafted initial corpus.
The word categories in the angled brackets mark the places of the content words
that are filled by the corpus expansion algorithm. Word category information was
not used during expansion, only during evaluation. The indefinite article ‘a(n)’ was
resolved automatically in each generated sentence.

purpose # template

request item
1 I would like to have a(n) 〈food〉.
2 I would like to have a(n) 〈topping〉 〈sandwich〉.
3 I would like to have a(n) 〈container〉 of 〈drink〉.

enquire about price
4 How much is the 〈food〉?
5 How much is the 〈topping〉 〈sandwich〉?
6 How much is the 〈container〉 of 〈drink〉?

ask for help 7 Please, take the money out of my 〈belonging〉!

Table 3: Vocabulary for expanding the hand-crafted initial corpus. Cate-
gory information is not used by the expansion algorithm.

category words

food

fruit banana, strawberry, lemon, orange, apple, peach
drink water, milk, coffee

topping tuna, sausage, cheese, egg, chicken, ham
sandwich sandwich

other
container cup, glass
belonging pocket, bag, wallet

the point, since grammatical rules like this are very easy to follow in a rule-based
way.

The replacements were scored using the NormNScore and ModNormNScore
methods for N = 2, 3, 4. As in our first experiment, the BerkeleyLM software with
the Google Books N -gram corpus was used as the source of N -gram statistics.

The overwhelming majority of the generated sentences are nonsense (e.g., ‘I
would like to have a sausage lemon.’), only a very small portion of them is appro-
priate. Annotating them one by one even by sampling would require a large amount
of work. Fortunately, the controlled nature of the initial corpus and the vocabulary
enables the annotation of the sentences by large groups. To this end, we designed
the vocabulary and the sentence templates in such a way that makes possible to
determine if a sentence is valid or not. A generated sentence is valid only if the
words that are substituted in it correspond to the word categories shown in Table 2.
The categories in the templates were defined with the following guidelines in mind:
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Figure 4: Comparison of different thresholdings with the Norm3Score and
the ModNorm3Score methods. The experiments were performed based on the
hand-crafted initial corpus. The left figure shows the precision values (higher is
better). The right figure shows the false positive rates (lower is better).

• All valid sentences should be grammatically correct.

• All valid sentences should make sense in a food buying scenario.

These rules exclude some sentences which can be considered somewhat meaningful,
for example, ‘I would like to have an orange coffee’ or ‘How much does the cup
cost ’, however, these are either unusual or not useful when someone wants to buy
food.

According to these rules, only 59 of the 1827 generated sentences are valid, which
corresponds to a 3.23% precision rate if all of them are included in the resulting
corpus.

To score the sentences, two different methods were considered: NormNScore
and ModNormNScore (the modified version is defined as zero if any of the N -gram
counts in it are zero). A comparison between the two can be seen in Figure 4.

Statistics about different thresholdings based on the scores of sentences can be
seen on Figure 5. Here, only ModNormNScore is used as it proved to be clearly
superior than NormNScore before.

4 Discussion

4.1 Corpus expansion

The results described in Section 3.1 show that it is possible to automatically filter an
expanded corpus, and achieve a significant increase in the ratio of useful sentences.
Though the second judge was a bit stricter overall, the trend is clear: the filtered
corpus contains 3–4 times as many correct sentences as the baseline (Table 1).

The results of Section 3.2 demonstrate that corpus statistics can be used instead
of manually defined substitution rules. In the comparison between the two scoring
methods, seen in Figure 4, the modified version clearly outperforms the other. The
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Figure 5: Distribution of scores for valid and invalid sentences (left), and
precision, recall and false positive rates of different thresholds (right).
From top to bottom, the ModNormNScore method is used with different N -gram
lengths (N = 2, 3, 4). On the left hand side, histograms of the scores of valid (top)
and invalid (bottom) sentences can be seen. The diagrams on the right hand side
show statistics about the corpora generated using different thresholds.
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reason is that it eliminates possibilities like the following sentence: ‘I would like
to have a sandwich tuna’. This sentence receives a relatively high Norm3Score,
because the 3-gram ‘have a sandwich’ is very common, even though the 3-gram ‘a
sandwich tuna’ has a zero count.

The histograms of the scores (Figure 5) are very different for valid and invalid
sentences, which suggests that thresholding can be used effectively to separate
them. The histograms for ModNorm3Score are particularly convincing: here, the
large majority of invalid sentences have zero or very low scores, while only 3 of
the valid sentences are rated as very improbable. Other statistics computed with
different thresholds are also promising: for example, using the ModNorm3Score
values, approximately 80% of the invalid sentences can be filtered out while retain-
ing almost all of the valid sentences. The precision (i.e., the rate of valid sentences
among the accepted ones) can be easily improved from 3.23% to 15% or better by
raising the threshold higher, depending on how high the recall has to be.

Using N value larger than 3, the precision can be improved to much higher
levels, although this results in a very low recall rate. The explanation is that longer
N -grams are sparse in the Google N -gram corpus, but are also more reliable if they
are present.

4.2 Symbol transformation prototype

We demonstrate the practical applicability of the method by describing a system
that retrieves relevant sentences for symbol sequences from the automatically ex-
panded corpus described in Section 3.2. We computed the Mod3NormScore of the
generated sentences, however, we did not filter the resulting sentences, to evade the
problem of setting a somewhat arbitrary threshold.

The transformation process is best explained by an example. Suppose the user
has constructed a symbol sequence from the vocabulary. The words that belong to
the symbols are ‘I ’, ‘have’, ‘chicken’ and ‘sandwich’. First, the relevant sentences
in expanded corpus are retrieved: only those sentences are considered that contain
all the input words. These may be ‘I would like to have a chicken of sandwich’, ‘I
would like to have a sandwich chicken’, etc. From the filtered sentences, the one
that had the highest score during the automatic expansion is returned to the user,
which is ‘I would like to have a chicken sandwich’.

A consideration is that usually the most general sentence should be retrieved.
For example, if the input words are ‘I ’, ‘have’ and ‘sandwich’, then the sentence
‘I would like to have a sandwich’ is preferred to ‘I would like to have a chicken
sandwich’, even though the two sentences may both be very probable in themselves.
This consideration can be taken into account by dividing the score with the length
of the current sentence. This way, shorter sentences are favoured, which are usually
more general.

Some sentences that were retrieved with this simple method from the corpus
are shown on Figure 6. These examples show that the system produces meaningful
sentences, which were not present in the seed corpus. Moreover, this is performed
without using hand-crafted substitution rules or any extensive fine-tuning of the
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tuna sandwichI have

appleI have

coffeehow much cup

wallettake money

I would like to have an apple.

I would like to have a tuna sandwich.

How much is a cup of coffee?

Please, take the money out of my wallet!

Figure 6: Transforming symbol sequences to natural language. Some ex-
amples of automatically generated sentences, retrieved from the corpus based on
symbol sequences.

system.
It should be noted, however, that the pure statistical approach is not perfect.

With some testing, we have found a few cases where the highest scoring sentence
is not the best one. For example, the score of the incorrect sentence ‘How much is
an egg of sandwich? ’ is slightly higher than the correct one: ‘How much is the egg
sandwich? ’. Some of these inconsistencies might be eliminated by careful tuning,
such as trying different scoring schemes and thresholds. This would, however,
negate one of the main advantage of our method: the reduced amount of work
required to prepare a communication aid. A much more promising approach is to
allow the impaired AAC user to give feedback upon the quality of the produced
sentences, and enable the system to adapt to the choices of the user.

5 Conclusion

The method presented in this paper can be used to expand either a natural corpus
or a manually defined set of sentence templates. In the either case, corpus statistics
is used to determine which words of the vocabulary should be substituted to the
templates. Without corpus statistics, the manual definition of substitution rules
would be necessary.

In this paper, scoring rules that sum the counts of constituent N -grams are
used. More work seems to be necessary to explore other scoring schemes, and
determine their characteristics. The simple elimination of substitutions where some
of the counts are zero clearly improve the results (Figure 4), which indicates that
multiplicative approaches are particularly promising.

The scoring methods themselves are language-independent. The experiments
described in this paper did not use explicit grammatical rules (apart from the form
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of indefinite articles). This was mainly possible because the substituted words
were nouns, and in English, the form of nouns changes relatively rarely. However,
if other parts of speech (e.g., verbs) are substituted, or the method is adapted
to agglutinative languages such as Hungarian, then more elaborate morphological
processing is necessary.

When sentences are constructed from symbol sequences (either by retrieving
them from a previously generated corpus or by assembling them in real time),
very often there are multiple possibilities (Figure 1). The user should have the
option to select from the sentences. The selection process is complicated by the
users’ illiteracy. Displaying a menu with the selectable sentences can not be used,
because the user is unable to read them. A possible solution might be to generate
speech from the sentences and play them to the user, who can indicate whether the
current sentence is what he meant or not. To overcome the inherent errors of the
purely statistical approach, the feedback received from the user should be utilized
to improve the accuracy of future queries.
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