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Abstract

A language L over an alphabet Σ is prefix-convex if, for any words x, y, z ∈

Σ∗, whenever x and xyz are in L, then so is xy. Prefix-convex languages
include right-ideal, prefix-closed, and prefix-free languages as special cases.
We examine complexity properties of these special prefix-convex languages.
In particular, we study the quotient/state complexity of boolean operations,
product (concatenation), star, and reversal, the size of the syntactic semi-
group, and the quotient complexity of atoms. For binary operations we use
arguments with different alphabets when appropriate; this leads to higher
tight upper bounds than those obtained with equal alphabets. We exhibit
right-ideal, prefix-closed, and prefix-free languages that meet the complexity
bounds for all the measures listed above.
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1 Motivation

For words w, x, y over an alphabet Σ, if w = xy, then x is a prefix of w. A language
L ⊆ Σ∗ is prefix-convex [1, 28] if, whenever x and xyz are in L, then xy is also
in L. The class of prefix-convex languages includes three well-known subclasses:
right-ideal, prefix-closed, and prefix-free languages; we study complexity properties
of these languages.

A language L is a right ideal if it is non-empty and satisfies the equation L =
LΣ∗. Right ideals play a role in pattern matching: If one is searching for all words
beginning with words in some language L in a given text (a word over Σ∗), then
one is looking for words in LΣ∗. Right ideals also constitute a basic concept in
semigroup theory.

A language L is prefix-closed if, whenever w is in L and x is a prefix of w, then
x is also in L. The complement of every right ideal is a prefix-closed language. The
set of allowed input sequences to any digital system is a prefix-closed language.

A language L is prefix-free if no word in L is a prefix of another word in L.
Prefix-free languages (other than {ε}, where ε is the empty word) are prefix codes.
They play an important role in coding theory, and have many applications [3].

The alphabet of a regular language L is Σ (or L is a language over Σ) if L ⊆ Σ∗

and every letter of Σ appears in a word of L. The (left) quotient of L by a word
w ∈ Σ∗ is w−1L = {x | wx ∈ L}. A language is regular if and only if it has a finite
number of distinct quotients. So the number of quotients of L is a natural measure
of complexity for L; it is called the quotient complexity [4] of L and is denoted
it by κ(L). An equivalent concept is the state complexity [29] of L, which is the
number of states in a complete minimal deterministic finite automaton (DFA) with
alphabet Σ recognizing L.

If Ln is a regular language of quotient complexity n, and ◦ is a unary operation,
then the quotient/state complexity of ◦ is the maximal value of κ(L◦

n), expressed as
a function of n, as Ln ranges over all regular languages of complexity n. If L′

m and
Ln are regular languages of quotient complexities m and n respectively, and ◦ is a
binary operation, then the quotient/state complexity of ◦ is the maximal value of
κ(L′

m◦Ln), expressed as a function of m and n, as L′
m and Ln range over all regular

languages of complexities m and n, respectively. The quotient/state complexity of
an operation gives a worst-case lower bound on the time and space complexities of
the operation, and has been studied extensively [4, 5, 29]; we refer to quotient/state
complexity simply as complexity.

In all the past literature on binary operations it has always been assumed that
the alphabets of the two operands are restricted to be the same. However, it has
been shown recently [6, 14] that this is an unnecessary restriction: larger complexity
bounds can be reached in some cases if the alphabets differ. In the present paper
we examine both restricted complexity of binary operations, where the alphabets
must be the same, and unrestricted complexity, where they may differ.

To find the complexity of a unary operation one first finds an upper bound
on this complexity, and then exhibits languages that meet this bound. Since we
require a language Ln for each n ≥ k, we need a sequence (Lk, Lk+1, . . . ); here k is



Complexity of Right-Ideal, Prefix-Closed, and Prefix-Free Regular Languages 11

usually a small integer because the bound may not hold for a few small values of n.
We call such a sequence a stream of languages. Usually the languages in a stream
have the same basic structure and differ only in the parameter n. For example,
((an)∗ | n ≥ 2) is a stream. For a binary operation we require two streams.

While the complexity of languages is a useful measure, it is not entirely satis-
factory. Two languages may have the same complexity n but the syntactic semi-
group [26] of one may have n − 1 elements, while that of the other has nn ele-
ments [18]. For this reason, the size of the syntactic semigroup of a language –
which is the same as the size of the transition semigroup of a minimal DFA accept-
ing the language [26] – has been added as another complexity measure. Secondly,
star-free languages meet the complexity bounds of regular languages for all opera-
tions except reversal, which only reaches the bound 2n−1 instead of 2n [13]. While
regular languages are the smallest class containing the finite languages and closed
under boolean operations, product and star, star-free languages are the smallest
class containing the finite languages and closed only under boolean operations and
product. In view of the results in [13], quotient/state complexity does not distin-
guish between these two classes.

The complexities of the atoms of a regular language have been proposed as an
additional measure [5]. Atoms are defined by the following left congruence: two
words x and y are equivalent if ux ∈ L if and only if uy ∈ L for all u ∈ Σ∗. Thus
x and y are equivalent if x ∈ u−1L if and only if y ∈ u−1L. An equivalence class
of this relation is an atom of L [17, 21]. Thus an atom is a non-empty intersection
of complemented and uncomplemented quotients of L. If K0, . . . ,Kn−1 are the
quotients of L, and S ⊆ Qn = {0, . . . , n − 1}, then atom AS is the intersection
of quotients with subscripts in S and complemented quotients with subscripts in
Qn \ S. For more information about atoms see [16, 17, 21].

There exists a stream (L3, L4, . . . ) of regular languages Ln(a, b, c) that meets the
restricted complexity bounds for all boolean operations, product (concatenation),
star, and reversal, and also has the largest syntactic semigroup and most complex
atoms [5]. This stream modified by the addition of an input d that performs the
identity transformation also meets the unrestricted bounds for product and boolean
operations [6, 14]; such a stream is called most complex. Most complex streams
are useful when one designs a system dealing with regular languages and finite
automata. If one would like to know the maximal sizes of automata the system can
handle, one can use the one most complex stream to test all the operations.

2 Contributions

We first present a most complex regular language stream similar to that of [5],
but one that is better suited for prefix-convex languages. We then exhibit most
complex language streams for right-ideal, prefix-closed, and prefix-free languages.
More specifically, our contributions are as follows:

1. We generalize the concept of permutational dialect defined in [5, 9] by allowing
letters of an alphabet to be mapped to letters from a different alphabet.
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2. For regular languages we prove that there exists a most complex language
stream (Ln(a, b, c) | n ≥ 3). The following results are new:

• L′
m(a, b)Ln(a,−, b) and L′

m(a, b)Ln(a, c, b) meet the known bounds (m−
1)2n + 2n−1 and m2n + 2n−1 for restricted and unrestricted products,
respectively.

• For the unrestricted case the following hold:

– L′
m(a, b, c)◦Ln(b, a, d) meets the known bound (m+ 1)(n+ 1) when

◦ ∈ {∪,⊕}, where ⊕ is symmetric difference.

– L′
m(a, b, c) \ Ln(b, a) meets the known bound mn + m.

3. For right-ideal languages we prove that there exists a most complex language
stream (Ln(a, b, c, d) | n ≥ 4). The following results are new:

• L′
m(a,−, c, d)Ln(a,−, c, d) meets the known bound m + 2n−2 for re-

stricted product, and L′
m(a,−, c, d)Ln(b,−, c, d) meets the bound m +

2n−1 + 2n−2 + 1 for unrestricted product.

• For the restricted case the known bounds mn if ◦ ∈ {∩,⊕}, mn−(m−1)
if ◦ = \, and mn− (m + n− 2) if ◦ = ∪ are all met by L′

m(a,−,−, d) ◦
Ln(−,−, d, a).

• For the unrestricted case the bounds are the same as for regular lan-
guages and they are met by L′

m(a,−, c, d) ◦ Ln(b,−, d, a) if ◦ ∈ {∪,⊕},
L′
m(a,−, c, d) \ Ln(−,−, d, a), and L′

m(a,−,−, d) ∩ Ln(−,−, d, a).

4. For prefix-closed languages we prove that there exists a most complex lan-
guage stream (Ln(a, b, c, d) | n ≥ 4). Here restricted and unrestricted cases
coincide. The following results are new:

• L′
m(a, b, c, d)Ln(a, d, b, c) meets the known bound (m + 1)2n−2.

• The known bounds mn if ◦ ∈ {∪,⊕}, mn − (m − 1) if ◦ = \, and
mn− (m + n− 2) if ◦ = ∪ are met by L′

m(a, b,−, d) ◦ Ln(b, a,−, d).

5. For prefix-free languages we prove that there exists a most complex language
stream (Ln(a, b, c, d, e0, . . . , en−3) | n ≥ 4); restricted and unrestricted cases
coincide. The following results are new:

• At least n+2 inputs are required for a most complex prefix-free witness.

• At least n + 1 inputs are necessary to reach the known bound nn−2 for
the size of the syntactic semigroup.

• We derive upper bounds for the complexity of atoms of prefix-free lan-
guages, and prove that the atoms of the language Ln(a, b, c,−, e0) meet
these bounds.

• L′
m(a, b, c, d)Ln(a, d, b, c) meets the known bound (m + 1)2n−2.

• The known bounds mn − 2 if ◦ ∈ {∪,⊕}, mn − (m + 2n− 4) if ◦ = \,
and mn − 2(m + n − 3) if ◦ = ∩ are met by L′

m(a, b,−,−, e0, em−3) ◦
Ln(b, a,−,−, e0, em−3).
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3 Finite Automata, Transformations, Semigroups

A deterministic finite automaton (DFA) is a quintuple D = (Q,Σ, δ, q0, F ), where
Q is a finite non-empty set of states, Σ is a finite non-empty alphabet, δ : Q×Σ → Q
is the transition function, q0 ∈ Q is the initial state, and F ⊆ Q is the set of final
states. We extend δ to a function δ : Q × Σ∗ → Q as usual. A DFA D accepts a
word w ∈ Σ∗ if δ(q0, w) ∈ F . The language accepted by D is denoted by L(D). If
q is a state of D, then the language Lq of q is the language accepted by the DFA
(Q,Σ, δ, q, F ). A state is empty or dead or a sink if its language is empty. Two
states p and q of D are equivalent if Lp = Lq; otherwise they are distinguishable.
A state q is reachable if there exists w ∈ Σ∗ such that δ(q0, w) = q. A DFA is
minimal if all of its states are reachable and no two states are equivalent. Usually
DFAs are used to establish upper bounds on the complexity of operations and also
as witnesses that meet these bounds.

A nondeterministic finite automaton (NFA) is a quintuple D = (Q,Σ, δ, I, F ),
where Q, Σ and F are as in a DFA, δ : Q× Σ → 2Q, and I ⊆ Q is the set of initial
states. An ε-NFA is an NFA in which transitions under the empty word ε are also
permitted.

Without loss of generality we use Qn = {0, . . . , n − 1} as the set of states of
every DFA with n states. A transformation of Qn is a mapping t : Qn → Qn. The
image of q ∈ Qn under t is denoted by qt. In any DFA, each letter a ∈ Σ induces a
transformation δa of the set Qn defined by qδa = δ(q, a); we denote this by a : δa.
By a slight abuse of notation we use the letter a to denote the transformation it
induces; thus we write qa instead of qδa. We extend the notation to sets of states:
if P ⊆ Qn, then Pa = {pa | p ∈ P}. We also write P

a
−→ Pa to mean that the

image of P under a is Pa. Let TQn
be the set of all nn transformations of Qn; then

TQn
is a monoid under composition.

For k ≥ 2, a transformation (permutation) t of a set P = {q0, q1, . . . , qk−1} ⊆ Qn

is a k-cycle if q0t = q1, q1t = q2, . . . , qk−2t = qk−1, qk−1t = q0. This k-cycle is
denoted by the transformation (q0, q1, . . . , qk−1) of Qn, which acts as the identity
on the states outside the cycle. A 2-cycle (q0, q1) is called a transposition. A
transformation that sends all the states of P to q and acts as the identity on the
remaining states is denoted by (P → q). If P = {p} we write (p → q) for ({p} → q).
The identity transformation is denoted by 1. The notation (ji q → q + 1) denotes
a transformation that sends q to q + 1 for i ≤ q ≤ j and is the identity for the
remaining states, and (ji q → q − 1) is defined similarly.

Let D = (Qn,Σ, δ, q0, F ) be a DFA. For each word w ∈ Σ∗, the transition
function induces a transformation δw of Qn by w: for all q ∈ Qn, qδw = δ(q, w).
The set TD of all such transformations by non-empty words forms a semigroup
of transformations called the transition semigroup of D [26]. We can use a set
{δa | a ∈ Σ} of transformations to define δ, and so the DFA D.

The Myhill congruence [25] ≈L of a language L ⊆ Σ∗ is defined on Σ+ as follows:

For x, y ∈ Σ+, x≈Ly if and only if wxz ∈ L ⇔ wyz ∈ L for all w, z ∈ Σ∗.

This congruence is also known as the syntactic congruence of L. The quotient set



14 Janusz A. Brzozowski and Corwin Sinnamon

Σ+/≈L of equivalence classes of the relation ≈L is a semigroup called the syntactic
semigroup of L. If D is a minimal DFA of L, then TD is isomorphic to the syntactic
semigroup TL of L [26], and we represent elements of TL by transformations in TD.
The size of the syntactic semigroup has been used as a measure of complexity for
regular languages [5, 18, 20, 24].

Recall that binary operations require two language streams to determine the
complexity of the operation. Sometimes the same stream can be used for both
operands, and it has been shown in [5, 6] that for all common binary operations
on regular languages the second stream can be a “dialect” of the first, that is,
it can “differ only slightly” from the first and all the bounds can still be met.
Let Σ = {a1, . . . , ak} be an alphabet ordered as shown; if L ⊆ Σ∗, we denote
it by L(a1, . . . , ak) to stress its dependence on Σ. A dialect of L is a related
language obtained by replacing or deleting letters of Σ in the words of L. More
precisely, for an alphabet Σ′ and a partial map π : Σ 7→ Σ′, we obtain a dialect
of L by replacing each letter a ∈ Σ by π(a) in every word of L, or deleting the
word entirely if π(a) is undefined. We write L(π(a1), . . . , π(ak)) to denote the
dialect of L(a1, . . . , ak) given by π, and we denote undefined values of π by “−”.
For example, if L(a, b, c) = {a, ab, ac} then its dialect L(b,−, d) is the language
{b, bd}. Undefined values for letters at the end of the alphabet are omitted; thus,
for example, if Σ = {a, b, c, d, e}, π(a) = b, π(b) = a, π(c) = c and π(d) = π(e) = −,
we write L(b, a, c) for L(b, a, c,−,−).

The language stream that meets all the complexity bounds is referred to as the
master language stream. Every master language stream we present here uses the
smallest possible alphabet sufficient to meet all the bounds. Individual bounds are
frequently met by dialects on reduced alphabets, and we prefer to use the smallest
alphabet possible for each bound. For binary operations, we try to minimize the
size of the combined alphabet of the two dialects.

As each letter induces a transformation on the states of a DFA (or equivalently,
the quotients of a language) we count the number of distinct transformations in-
duced by letters of the alphabet. In any language this number is at most the size of
the alphabet, but there may be multiple letters which induce the same transforma-
tion; this does not occur in this paper as no language has a repeated transformation.
For binary operations on two dialects of the same master language, we count the
number of distinct transformations of the master language present in either dialect.
For example, suppose L(a, b, c,−) and L(a,−, b, c) are two dialects of a language
L(a, b, c, d), which we assume has four distinct transformations. Each dialect has
three letters and three distinct transformations, and between them they have three
letters and four distinct transformations.

Although a given complexity bound may be met by many dialects of the master
language, we favour dialects, or pairs of dialects, that use small alphabets and few
distinct transformations. In many cases the dialects we present are minimal in
these respects, though we do not always prove this.
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4 A Most Complex Regular Stream

We now define a DFA stream that we use as a basic component. It is similar to
the stream defined in [5] for the case of equal alphabets, except that there the
transformation induced by c is (n − 1 → 0). It is also similar to the DFA of [6],
except that there the transformation induced by c is (n− 1 → 0) and an additional
input d inducing the identity transformation is used.

Definition 1. For n ≥ 3, let Dn = Dn(a, b, c) = (Qn,Σ, δn, 0, {n − 1}), where
Σ = {a, b, c}, and δn is defined by the transformations a : (0, . . . , n − 1), b : (0, 1),
and c : (1 → 0). Let Ln = Ln(a, b, c) be the language accepted by Dn. The structure
of Dn(a, b, c) is shown in Figure 1.

0 1 2 . . . n − 2 n − 1

c

a, b

b, c
a

b, c

a a

b, c

a

a

b, c

Figure 1: Minimal DFA of a most complex regular language.

Theorem 1 (Most Complex Regular Languages). For each n ≥ 3, the DFA of
Definition 1 is minimal and its language Ln(a, b, c) has complexity n. The stream
(Lm(a, b, c) | m ≥ 3) with some dialect streams is most complex in the class of
regular languages. In particular, it meets all the complexity bounds below. At
least three letters are required in any witness meeting all these bounds and a total
of four distinct letters is required for any two witnesses for unrestricted union and
symmetric difference. In several cases the bounds can be met with a smaller alphabet
as shown below.

1. The syntactic semigroup of Ln(a, b, c) has cardinality nn.

2. Each quotient of Ln(a) has complexity n.

3. The reverse of Ln(a, b, c) has complexity 2n, and Ln(a, b, c) has 2n atoms.

4. Each atom AS of Ln(a, b, c) has maximal complexity:

κ(AS) =

{

2n − 1, if S ∈ {∅, Qn};

1 +
∑|S|

x=1

∑n−|S|
y=1

(

n
x

)(

n−x
y

)

, if ∅ ( S ( Qn.

5. The star of Ln(a, b) has complexity 2n−1 + 2n−2.

6. a) Restricted Complexity:
The product L′

m(a, b)Ln(a,−, b) has complexity m2n − 2n−1.
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b) Unrestricted Complexity:
The product L′

m(a, b)Ln(a, c, b) has complexity m2n + 2n−1.

7. a) Restricted Complexity:
The complexity of L′

m(a, b) ◦ Ln(b, a) is mn for ◦ ∈ {∪,⊕, \,∩}.

b) Unrestricted Complexity:
The complexity of union and symmetric difference is mn + m + n + 1
and this bound is met by L′

m(a, b, c) and Ln(b, a, d), that of difference is
mn+m and this bound is met by L′

m(a, b, c) and Ln(b, a), and that of in-
tersection is mn and this bound is met by L′

m(a, b) and Ln(b, a). A total
of four letters is required to meet the bounds for union and symmetric
difference.

Proof. Clearly Ln(a) has complexity n as the DFA of Definition 1 is minimal.

1. Syntactic Semigroup The transformations a : (0, . . . , n− 1), b : (0, 1), and
c : (n − 1 → 0) were used in [5]. It is well known that these transformations
as well as a, b, and c : (1 → 0) generate the semigroup of all transformations
of Qn.

2. Quotients Obvious.

3. Reversal This follows from a theorem in [27] which states that if the transi-
tion semigroup has nn elements, then the complexity of reversal is 2n. Also,
it was shown in [17] that the number of atoms is the same as the complexity
of the reverse.

4. Atoms Proved in [7, Theorem 3].

5. Star Proved in [5].

6. Product Let D′ = (Q′
m,Σ′, δ′, 0′, F ′) and D = (Qn,Σ, δ, 0, F ) be minimal

DFAs of languages L′ and L, respectively. We use the standard construction
of the ε-NFA N for the product L′L: the final states of D′ becomes non-final,
and an ε-transition is added from each state of F ′ to the initial state 0 of D.

The subset construction on this NFA yields sets {p′} ∪ S where p′ ∈ Q′
m \ F ′

and S ⊆ Qn and sets {p′, 0}∪S where p′ ∈ F ′ and S ⊆ Qn\{0}, as well as sets
S ⊆ Qn which can only be reached by letters in Σ \ Σ′. Hence the restricted
complexity of L′L is bounded by (m−|F ′|)2n+|F ′|2n−1 ≤ m2n−2n−1, and the
unrestricted complexity of L′L is bounded by (m− |F ′|)2n + |F ′|2n−1 + 2n ≤
m2n + 2n−1.

Restricted Complexity: Consider L′
m(a, b) and Ln(a,−, b) of Definition 1; we

show that their product meets the upper bound for restricted complexity. As
before, we construct an NFA recognizing L′

m(a, b)Ln(a,−, b) and then apply
the subset construction to obtain a DFA. Figure 2 shows the NFA for the
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0′ 1′ 2′ . . . (m− 1)′
a, b
b

a a a

a

b b

0 1 2 . . . n− 1

b b, c b, c

a, c
b, c

a a a

a

ε

Figure 2: An NFA for the product of L′
m(a, b) and Ln(a, c, b). The NFA for the

product of L′
m(a, b) and Ln(a,−, b) is the same except c is omitted.

unrestricted product L′
m(a, b)Ln(a, c, b); the product L′

m(a, b)Ln(a,−, b) is
the same except c is omitted.

The initial state is {0′} and each state {p′} for 0 ≤ p ≤ m − 2 is reached
by ap. Consider {0′} ∪ S, where S = {q1, q2, . . . , qk} with 0 ≤ q1 < q2 <

· · · < qk ≤ n − 1. If q1 ≥ 1 then {(m − 2)′, q2 − q1 − 1, . . . , qk − q1 − 1}
a2

−→

{0′, 1, q2− q1 + 1, . . . , qk − q1 + 1}
(ab)q1−1

−−−−−→ {0′}∪S. If q1 = 0 and k ≥ 2, then

{(m− 2)′, n− 2, q3 − q2 − 1, . . . , qk − q2 − 1}
a2

−→ {0′, 0, 1, q3 − q2 + 1, . . . , qk −

q2 + 1}
(ab)q2−1

−−−−−→ {0′} ∪ S. State {0′, 0} is reached by amb2. Hence for any
non-empty S ⊆ Qn, state {0′} ∪ S is reachable from {(m− 2)′} ∪ T for some
T ⊆ Qn of size |S| − 1. We reach {p′} ∪ S from {0′} ∪ (S − p) by ap, where
S − p denotes {q − p | q ∈ S} taken mod n. By induction, {p′} ∪ S is always
reachable and thus all m2n − 2n−1 states are reachable.

We check that all states are pairwise distinguishable.

a) Any two sets which differ by q ∈ Qn are distinguished by an−1−q.

b) States {p′1} and {p′2} with p1 < p2 are distinguished by am−1−p2an−1.

c) States {0′, 0} and {p′, 0} are distinguished by (ab)m−2−paan−1 if p′ 6=
(m− 1)′; otherwise apply ab to simplify to this case.

d) States {p′1, 0} and {p′2, 0}, p1 < p2, reduce to Case (c) by (ab2)m−p2 .

e) States {p′1} ∪ S and {p′2} ∪ S, where S 6= ∅ and p1 < p2, reduce to Case

(d) by (ab)n since S
(ab)n

−−−→ {0} and (ab)n permutes Q′
m.

We can distinguish any pair of states; so the complexity of L′
m(a, b)Ln(a,−, b)

is m2n − 2n−1 for all m,n ≥ 3.

Unrestricted Complexity: The NFA for the product of L′
m(a, b)Ln(a, c, b) is

illustrated in Figure 2. The NFA is the same as the restricted case except
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it has the additional transformation c : (0, 1)(Q′
m → ∅). Hence the subset

construction yields the m2n − 2n−1 sets of the restricted case, as well as all
sets S ⊆ Qn since S is reachable from {0′} ∪ S by c2. We check that these
sets are distinguishable from all previously reached sets.

a) Any two sets which differ by q ∈ Qn are distinguished by an−1−q.

b) State {p′} is distinguishable from ∅ by am−1−pan−1.

c) States {0′, 0} and {0} are distinguished by am−1an−1 if m − 1 is not a
multiple of n, and by bam−2an−1 otherwise.

d) States {p′, 0} and {0} reduce to Case (c) by (ab2)m−p.

e) States {p′} ∪ S and S, where S 6= ∅, reduce to Case (d) by (ab)n since

S
(ab)n

−−−→ {0} and (ab)n permutes Q′
m.

Hence L′
m(a, b)Ln(a, c, b) has complexity m2n + 2n−1.

7. Boolean Operations

Restricted Complexity: All operations have complexity at most mn [4]. Ap-
plying the standard construction for boolean operations we consider the direct
product of D′

m(a, b) and Dn(b, a) which has states Q′
m ×Qn; the final states

vary depending on the operation. By [2, Theorem 1] and computation for
the cases (m,n) ∈ {(3, 4), (4, 3), (4, 4)}, the states of Q′

m ×Qn are reachable
and pairwise distinguishable for each operation ◦ ∈ {∪,⊕, \,∩}; hence each
operation has complexity mn.

Note that two letters are required to meet these bounds: To a contradiction
suppose a single letter ℓ is sufficient to reach Q′

m × Qn in the direct prod-
uct, where m,n ≥ 2 are not coprime. Letter ℓ must induce an m-element
permutation on Q′

m; otherwise there is an unreachable state in Q′
m or the

sequence 0′, 0′ℓ, 0′ℓ2, . . . , 0′ℓk, . . . never returns to 0′. Similarly ℓ must induce
an n-cycle in Qn. Hence ℓ has order lcm(mn) in the direct product; however,
it must have order mn if the bound is to be reached, and this occurs only
when m and n are coprime.

Unrestricted Complexity: The upper bounds on the unrestricted complexity
of boolean operations are derived in [6]. To compute L′

m(a, b, c) ◦ Ln(b, a, d),
where ◦ is a boolean operation, add an empty state ∅′ to D′

m(a, b, c), and
send all the transitions from any state of Q′

m under d to ∅′. Similarly, add an
empty state ∅ to Dn(b, a, d) together with appropriate transitions; now the
alphabets of the resulting DFAs are the same. We consider the direct product
of D′

m,∅′ and Dn,∅ which has states {(p′, q) | p′ ∈ Q′
m ∪ {∅′}, q ∈ Qn ∪ {∅}}.

A DFA recognizing L′
m(a, b, c) ∪ Ln(b, a, d) is shown in Figure 3 for m = 3

and n = 4.

As in the restricted case all the states of Q′
m × Qn are reachable by words

in {a, b}∗. The remaining states in C = {(p′, ∅) | p′ ∈ Q′
m ∪ {∅′}} and
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c
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Figure 3: Direct product for union of D′
3(a, b, c) and D4(b, a, d) shown partially.

R = {(∅′, q) | q ∈ Qn ∪ {∅}} are reachable using c and d in addition to a and
b as shown in Figure 3. Hence all (m + 1)(n + 1) states are reachable.

For union and symmetric difference, the states of C are pairwise distinguish-
able by words in a∗ and they are distinguished from all other states by words
in b∗d. Similarly the states of R are distinguishable from each other and all
other states; hence all mn + m + n + 1 states are distinguishable.

For difference, the final states are ((m− 1)′, q) for q 6= n− 1. The states of R
are all empty, and they are only reachable by d. As the words of L′

m(a, b, c) \
Ln(b, a, d) do not contain d, the alphabet is {a, b, c}; hence we can omit d and
delete the states of R, and be left with a DFA recognizing the same language.
We check that the remaining mn+m states are pairwise distinguishable. Any
states (p′1, ∅) and (p′2, q) where p′1 6= p′2 and q ∈ Qn ∪ {∅} are distinguished
by words in a∗. State (p′, ∅) is distinguished from (p′, q) by some w ∈ {a, b}∗

that maps (p′, q) to ((m − 1)′, n − 1), since w must send (p′, ∅) to the final
state ((m − 1)′, ∅); such a word exists because a and b induce permutations
on the direct product, and so every state in Q′

m ×Qn is reachable from every
other.

For intersection the only final state is ((m − 1)′, n − 1). The alphabet of
L′
m(a, b, c) ∩ Ln(b, a, d) is {a, b}; hence we can omit c and d and delete the

states of R ∪C, and be left with a DFA recognizing the same language. The
remaining mn states are pairwise distinguishable as in the restricted case.

Note that a total of four letters between the alphabets Σ′ of D′
m and Σ of

Dn is required for union and symmetric difference. As in the restricted case,
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two letters in Σ′ ∩ Σ are required to reach the states of Q′
m ×Qn for general

values of m and n. Letters in both alphabets cannot be used to reach states
(p′, ∅) and (∅′, q) as the empty states in each coordinate are only reached by
letters outside the corresponding alphabet. Thus two additional letters are
required, one in Σ′ \ Σ and one in Σ \ Σ′. Hence each alphabet must contain
at least three letters, and Σ′ ∪ Σ must contain at least four. In contrast, the
bound for difference is met by L′

m(a, b, c) and Ln(b, a), and the bound for
intersection is met by L′

m(a, b) and Ln(b, a).

Since all the claims have been verified, the theorem holds.

5 Right Ideals

The results in this section are based on [8, 9, 18]; however, the stream below is
different from that of [18], where c : (n− 2 → 0) and d : (n− 2 → n− 1).

Definition 2. For n ≥ 4, let Dn = Dn(a, b, c, d) = (Qn,Σ, δn, 0, {n − 1}), where
Σ = {a, b, c, d} and δn is defined by the transformations a : (0, . . . , n− 2), b : (0, 1),
c : (1 → 0), and d : (n−2

0 q → q + 1). Let Ln = Ln(a, b, c, d) be the language accepted
by Dn. For the structure of Dn(a, b, c, d) see Figure 4.

0 1 2 . . . n − 2 n − 1

c

a, b, d

b, c
a, d

b, c

a, d a, d

b, c

d

a

a, b, c, d

Figure 4: Minimal DFA of a most complex right ideal.

Theorem 2 (Most Complex Right Ideals). For each n ≥ 4, the DFA of Defini-
tion 2 is minimal and Ln(a, b, c, d) is a right ideal of complexity n. The stream
(Ln(a, b, c, d) | n ≥ 4) with some dialect streams is most complex in the class of
right ideals. In particular, it meets all the bounds below. At least four letters are
required to meet these bounds.

1. The syntactic semigroup of Ln(a, b, c, d) has cardinality nn−1. There is only
one maximal transition semigroup of a minimal DFA accepting a right ideal,
since it consists of all the transformations of Qn that fix n− 1. At least four
letters are needed for this bound.

2. The quotients of Ln(a,−,−, d) have complexity n, except that κ({a, d}∗) = 1.
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3. The reverse of Ln(a,−,−, d) has complexity 2n−1, and Ln(a,−,−, d) has 2n−1

atoms.

4. Each atom AS of Ln(a, b, c, d) has maximal complexity:

κ(AS) =

{

2n−1, if S = Qn;

1 +
∑|S|

x=1

∑n−|S|
y=1

(

n−1
x−1

)(

n−x
y

)

, if ∅ ( S ( Qn.

5. The star of Ln(a,−,−, d) has complexity n + 1.

6. a) Restricted Complexity:
The product L′

m(a,−, c, d)Ln(a,−, c, d) has complexity m + 2n−2.

b) Unrestricted Complexity:
The product L′

m(a,−, c, d)Ln(b,−, c, d) has complexity m+2n−1+2n−2+
1. At least three letters for each language and four letters in total are
required to meet this bound.

7. a) Restricted Complexity:
The complexity of ◦ is mn if ◦ ∈ {∩,⊕}, mn − (m − 1) if ◦ = \, and
mn− (m+n− 2) if ◦ = ∪, and these bounds are met by L′

m(a,−,−, d) ◦
Ln(−,−, d, a). At least two letters are required to meet these bounds.

b) Unrestricted Complexity:
The complexity of L′

m(a,−, c, d) ◦ Ln(b,−, d, a) is the same as for ar-
bitrary regular languages: mn + m + n + 1 if ◦ ∈ {∪,⊕}, mn + m
if ◦ = \, and mn if ◦ = ∩. At least three letters in each language
and four letters in total are required to meet the bounds for intersec-
tion and symmetric difference. The bound for difference is also met by
L′
m(a,−, c, d) \ Ln(−,−, d, a) and the bound for intersection is met by

L′
m(a,−,−, d) ∩ Ln(−,−, d, a).

Proof. DFA Dn(−,−,−, d) is minimal because the shortest word in d∗ accepted by
state q is dn−1−q, and Ln(a, b, c, d) is a right ideal because it has only one final
state and that state accepts Σ∗.

1. Semigroup The transformations induced by a, b, and c generate all trans-
formations of Qn−1. Also, since the transformation induced by dan−2 is
(n − 2 → n − 1), the transition semigroup of Dn(a, b, c, d) contains the one
in [18], which is maximal for right ideals. Hence the syntactic semigroup of
Ln(a, b, c, d) has size nn−1 as well. The fact that at least four letters are
needed was proved in [15].

2. Quotients If the initial state of Dn(a,−,−, d) is changed to q with 0 ≤ q ≤
n− 2, the new DFA accepts a quotient of Ln and is still minimal; hence the
complexity of that quotient is n.

3. Reversal It was proved in [10] that the reverse has complexity 2n−1, and
in [17] that the number of atoms is the same as the complexity of the reverse.
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4. Atoms The proof in [8] applies since the DFA has all the transformations
that fix n− 1.

5. Star If Ln is a right ideal, then L∗
n = Ln ∪ {ε}. If we add a new initial state

0′ to the DFA of Definition 2 with the same transitions as those from 0 and
make 0′ final, the new DFA accepts L∗

n and is minimal for 0′ does not accept
a, and so is not equivalent to n− 1.

6. Product Let D′ = (Q′
m,Σ′, δ′, 0′, {(m− 1)′}) and D = (Qn,Σ, δ, 0, {n− 1})

be minimal DFAs of L′ and L, respectively, where L′ and L are right ideals.
We use the standard construction of the NFA for the product L′L: the final
state (m−1)′ of D′ becomes non-final, and an ε-transition is added from that
state to the initial state 0 of D. We bound the complexity of the product
by counting the reachable states in the subset construction on this NFA. The
m − 1 non-final states {p′} of D′ may be reachable, as well as {(m− 1)′, 0}.
From {(m − 1)′, 0} we may reach all 2n−2 subsets of Qn which contain 0
but not n− 1, and 2n−2 states that contain both 0 and n − 1; however, the
latter 2n−2 states all accept Σ∗ and are therefore equivalent. So far, we have
m− 1 + 2n−2 + 1 = m + 2n−2 states; these are the only reachable sets if the
witnesses are restricted to the same alphabet.

For the unrestricted case, suppose that ℓ′ ∈ Σ′ \ Σ and ℓ ∈ Σ \ Σ′. By
applying ℓ to {(m− 1)′, 0} ∪ S, S ⊆ Qn \ {0}, we may reach all 2n − 1 non-
empty subsets of Qn, and then by applying ℓ′ we reach the empty subset.
However, the 2n−1 subsets of Qn that contain n − 1 all accept Σ∗. Hence
there are at most 2n−1 + 1 additional sets, for a total of m+ 2n−2 + 2n−1 + 1
reachable sets.

0′

c

1′ 2′

c

. . . (m− 2)′

c

(m− 1)′ Σ

a, d

c

a, d a, d a, d

a

d

0

c

1 2

c

. . . n− 2

c

n− 1 Σ

a, d

c

a, d a, d a, d

a

d

ε

Figure 5: An NFA for product of right ideals L′
m(a,−, c, d) and Ln(a,−, c, d).

Restricted Complexity: To prove the bound is tight, consider the two dialects
of the DFA of Definition 2 shown in Figure 5, where Σ = {a, c, d}. The
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m − 1 sets {p′} for p′ ∈ Q′
m−1 are reachable in D′

m by words in d∗, and
{(m− 1)′, 0} is reached by dm−1. The 2n−2 sets of the form {(m− 1)′, 0}∪S,
where S ⊆ Qn \ {0}, are reachable using words in {c, d}∗ as follows: To reach
{(m − 1)′, 0} ∪ S, where S = {q1, . . . , qk}, 1 ≤ q1 < q2 < · · · < qk ≤ n − 1,
we have first {(m − 1)′, 0}d = {(m − 1)′, 0, 1}. State 1 will then be moved
to the right by applying either d or dc repeatedly: If qk−1 = qk − 1, use d;
otherwise use dc. Repeating this process qk times we eventually construct
S. For example, to reach {(m− 1)′, 0} ∪ {2, 5, 7, 8} use dd(dc)d(dc)(dc)d(dc).
The 2n−2 sets {(m− 1)′, 0}∪ S that contain n− 1 all accept {a, c, d}∗; hence
they are all equivalent.

The remaining states are pairwise distinguishable: States {p′} and {q′} with
0 ≤ p < q ≤ m−2 are distinguished by dm−1−qdn−1, and {p′} is distinguished
from {(m − 1)′, 0} ∪ S by dn−1. Two non-final states {(m − 1)′, 0} ∪ S and
{(m − 1)′, 0} ∪ T with q ∈ S ⊕ T are distinguished by an−2−qd. Thus the
product has complexity m + 2n−2.
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1′ 2′
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. . . (m− 2)′

c

(m− 1)′ Σ′

a, d
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a, d a, d a, d
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c
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. . . n− 2

c

n− 1 Σ

b, d

c

b, d b, d b, d

b

d

ε

Figure 6: An NFA for product of right ideals L′
m(a,−, c, d) and Ln(b,−, c, d).

Unrestricted Complexity: Consider two dialects of the DFA of Definition 2
shown in Figure 6. Here Σ′ = {a, c, d} and Σ = {b, c, d}. By the restricted
case, all states {p′} for p′ ∈ Q′

m−1 and {(m− 1)′, 0} ∪ S for S ⊆ Qn \ {0} are
reachable by words in {c, d}∗. Apply b from {0′} to reach the empty subset.
By applying b to {(m−1)′, 0}∪S, S ⊆ Qn\{0}, we reach all 2n−1 non-empty
subsets of Qn; hence all states are reachable. However, the 2n−1 sets S ⊆ Qn

that contain n− 1 all accept {b, c, d}∗ and are sent to the empty state by a;
hence they are all equivalent. Similarly, the 2n−2 sets {(m− 1)′, 0} ∪ S that
contain n − 1 all accept {b, c, d}∗ and are sent to {(m − 1)′, 0} by a; hence
they are also equivalent.

The remaining states are pairwise distinguishable. States {p′} and {q′} with
0 ≤ p < q ≤ m−2 are distinguished by dm−1−qdn−1, and {p′} is distinguished
from {(m − 1)′, 0} ∪ S or from S, where ∅ ( S ⊆ Qn, by dn−1. Two states
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{(m − 1)′, 0} ∪ S and {(m − 1)′, 0} ∪ T with q ∈ S ⊕ T are distinguished by
bn−2−qd, as are two states S and T with q ∈ S⊕T . A state {(m− 1)′, 0}∪S
is distinguishable from T where S, T ⊆ Qn by adn−1. Thus all m + 2n−2 +
2n−1 + 1 states are pairwise distinguishable.

At least three inputs to each DFA are required to achieve the bound in the
unrestricted case: There must be a letter in Σ (like d) with a transition to
n− 1 to reach sets containing n− 1, and this letter must be in Σ′ in order to
reach the sets that contain both (m− 1)′ and n− 1. However no single letter
in Σ′∩Σ is sufficient to reach every set of the form {(m−1)′, 0}∪S, regardless
of its behaviour on Qn. For example, if the letter maps 0 → q1 and q1 → q2
then it is impossible to reach the state {(m−1)′, 0, q2} by repeatedly applying
the letter from {(m− 1)′, 0}, as it can never delete q1. Hence there must be
at least two letters in Σ′ ∩ Σ. Furthermore there must be some ℓ ∈ Σ \ Σ′

to reach the empty state, and there must be some ℓ′ ∈ Σ′ \ Σ to distinguish
{(m− 1)′, 0, n− 1} from {n− 1}. Thus each alphabet must contain at least
three letters to meet the bound.

7. Boolean Operations

Restricted Complexity: The bounds for right ideals were derived in [10]. We
show that the DFAs D′

m(a,−,−, d) and Dn(−,−, d, a) shown in Figure 7 of
the right ideals of Definition 2 meet the bounds.

0’ 1’ 2’ . . . (m− 2)′ (m− 1)′
a, d

a, d a, d a, d

a

d

a, d

0 1 2 . . . n− 2 n− 1

d

a

d
a

d

a a

d

a

a, d

Figure 7: DFAs of L′
m(a,−,−, d) and Ln(−,−.d, a) for boolean operations.

Consider the direct product of L′
m(a,−,−, d) and Ln(−,−, d, a), illustrated

in Figure 8 for m = n = 4. For p′ ∈ Q′
m−1 state (p′, 0) is reached by dp. Since

the first column of Qm−1 ×Qn is reachable and (p′, q)
a
−→ ((p + 1)′, (q + 1)),

where p + 1 is taken mod m − 1, we can reach every state in Qm−1 × Qn.
State ((m − 1)′, q) is reached by dm−1aq; hence the states of Q′

m × Qn are
reachable.

We now check distinguishability, which depends on the final states of the
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Figure 8: Partial illustration of direct product for L′
4(a,−,−, d) ⊕ L4(−,−, d, a).

DFA. The direct product is made to recognize L′
m(a,−,−, d) ◦ Ln(−,−, d, a)

by setting the final states to be ({(m− 1)′} ×Qn) ◦ (Q′
m × {n− 1}).

For intersection and symmetric difference, all states are pairwise distinguish-
able. States that differ in the first coordinate are distinguished by words
in d∗a∗ and states that differ in the second coordinate are distinguished by
words in a∗d∗. Hence the complexity is mn.

For difference, the states {(p′, n− 1) | p′ ∈ Q′
m} are all empty, and therefore

equivalent. The remaining states are non-empty, and they are distinguished
by words in d∗ if they differ in the first coordinate or by words in a∗d∗ if they
differ in the second coordinate. Hence the complexity is mn−m + 1.

For union, the states {(p′, n − 1) | p′ ∈ Q′
m} ∪ {((m − 1)′, q) | q ∈ Qn}

are all final and equivalent as they accept {a, d}∗. The remaining states
are distinguished by words in d∗ if they differ in the first coordinate or by
words in a∗ if they differ in the second coordinate. Hence the complexity is
mn− (m + n− 2).

As in regular languages, one letter in Σ′ ∩ Σ is not sufficient to reach all the
states of Q′

m−1×Qn−1 for all values of m and n; hence two letters are required
to meet any of the bounds.

Unrestricted Complexity: The unrestricted bounds for right ideals are the
same as those for arbitrary regular languages [6]. We show that the DFAs
D′

m(a,−, c, d) and Dn(b,−, d, a) of Definition 2 meet the bounds.
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Figure 9: Partial illustration of the direct product for L′
4(a,−, c, d)∪L4(b,−, d, a).

To compute L′
m(a,−, c, d)◦Ln(b,−, d, a), where ◦ is a boolean operation, add

an empty state ∅′ to D′
m(a,−, c, d), and send all the transitions from any state

of Q′
m under b to ∅′. Similarly, add an empty state ∅ to Dn(b,−, d, a) together

with appropriate transitions; now the alphabets of the resulting DFAs are the
same. The direct product of L′

m(a,−, c, d) and Ln(b,−, d, a) is illustrated in
Figure 9 for m = n = 4.

As in the restricted case, the mn states of Q′
m×Qn are reachable by words in

{a, d}∗. The remaining states (p′, ∅) and (∅′, q) are easily seen to be reachable
using b and c, as well as a and d.

We now check distinguishability, which depends on the final states of the
DFA. The direct product is made to recognize L′

m(a,−, c, d) ◦ Ln(b,−, d, a)
by setting the final states to be ({(m−1)′}×Qn∪{∅})◦(Q′

m∪{∅′}×{n−1}).

For union and symmetric difference, all states are pairwise distinguishable:
States that differ in the first coordinate are distinguished by words in d∗c and
states that differ in the second coordinate are distinguished by words in a∗b.

For difference, the final states are ((m − 1)′, q) for q 6= n − 1. The alphabet
of L′

m(a,−, c, d) \ Ln(b,−, a, d) is {a, c, d}; hence we can omit b and delete
all states (∅′, q) and be left with a DFA recognizing the same language. The
remaining states are distinguished by words in d∗c if they differ in the first
coordinate or by words in a∗d∗ if they differ in the second coordinate.

For intersection, the only final state is ((m − 1)′, n − 1). The alphabet of
L′
m(a,−, c, d)∩Ln(b,−, d, a) is {a, b}; hence we can omit b and c and delete all
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states (p′, ∅) and (∅′, q). The remaining mn states are pairwise distinguishable
as in the restricted case.

Note that the bound for difference is met by L′
m(a,−, c, d) \ Ln(−,−, d, a),

and that of intersection is met by L′
m(a,−,−, d) ∩ Ln(−,−, d, a). However

the bounds for union and symmetric difference all require three letters in each
dialect: There must be a letter in Σ′ \ Σ to reach states of the form (p′, ∅),
and there must a letter in Σ \ Σ′ to reach states of the form (∅′, q). As in
regular languages, one letter in Σ′ ∩ Σ is not sufficient to reach all the states
of Q′

m ×Qn for all values of m and n; hence |Σ′ ∩Σ| ≥ 2 and so both Σ′ and
Σ must contain at least three letters.

It has been shown in [10] that at least two letters are needed for each right
ideal that meets the bounds for star or reversal. Hence almost all our witnesses in
Theorem 2 that meet the bounds for the common operations use minimal alphabets.

6 Prefix-Closed Languages

The complexity of operations on prefix-closed languages was studied in [11], but
most complex prefix-closed languages were not considered. As every prefix-closed
language has an empty quotient, the restricted and unrestricted complexities are
the same for binary operations.

Definition 3. For n ≥ 4, let Dn = Dn(a, b, c, d) = (Qn,Σ, δn, 0, Qn \ {n − 1}),
where Σ = {a, b, c, d}, and δn is defined by the transformations a : (0, . . . , n − 2),
b : (0, 1), c : (1 → 0), and d :

(

0
n−2 q → q − 1 (mod n)

)

. Let Ln = Ln(a, b, c, d) be
the language accepted by Dn. The structure of Dn(a, b, c, d) is shown in Figure 10.
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Figure 10: DFA of a most complex prefix-closed language.

Theorem 3 (Most Complex Prefix-Closed Languages). For each n ≥ 4, the DFA
of Definition 3 is minimal and Ln(a, b, c, d) is a prefix-closed language of complexity
n. The stream (Lm(a, b, c, d) | m ≥ 4) with some dialect streams is most complex
in the class of prefix-closed languages. At least four letters are required to meet the
bounds below.
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1. The syntactic semigroup of Ln(a, b, c, d) has cardinality nn−1.

2. The quotients of Ln(a,−,−, d) have complexity n, except for ∅, which has
complexity 1.

3. The reverse of Ln(a,−,−, d) has complexity 2n−1, and Ln(a,−,−, d) has 2n−1

atoms.

4. Each atom AS of Ln(a, b, c, d) has maximal complexity:

κ(AS) =

{

2n−1, if S = ∅;

1 +
∑n−|S|

x=1

∑|S|
y=1

(

n−1
x−1

)(

n−x
y

)

, if ∅ ( S ( Qn.

5. The star of Ln(a,−, c, d) has complexity 2n−2 + 1.

6. The product L′
m(a, b, c, d)Ln(a, d, b, c) has complexity (m + 1)2n−2.

7. For any proper binary boolean function ◦, the complexity of L′
m(a, b,−, d) ◦

Ln(b, a,−, d) is maximal. In particular, the complexity is mn if ◦ ∈ {∪,⊕},
mn− (n− 1) if ◦ = \, and mn− (m + n− 2) if ◦ = ∩.

Proof. The DFA is minimal since state p rejects dq if and only if p < q. It is
prefix-closed because all non-empty states are final.

1. Semigroup Let d′ induce the transformation (n−2
0 q → q+ 1) (this was called

d in the right-ideal section). Since ada = d′, the transition semigroup of the
DFA of Figure 10 is the same as that of the DFA of the right ideal of Figure 4.

2. Quotients Obvious.

3. Reversal Since reversal commutes with complementation, we consider the
complement of the language accepted by the DFA of Figure 10 restricted to
the alphabet {a, d}. It was proved in [10] that the reverse of a right ideal has
complexity at most 2n−1, and in [17] that the number of atoms is the same
as the complexity of the reverse. It remains to prove that all 2n−1 states of
the DFA DR obtained by the subset construction from the NFA N obtained
by reversal of the DFA of the right ideal D are reachable and distinguishable.
The proof is similar to that of [10]. Subset {n−1} is the initial state of N , and
n−1 appears in every reachable state of DR. Every subset {n−1, q2, q3 . . . , qk}
of size k, where 1 ≤ k ≤ n− 2 and 0 ≤ q2 < q3 < · · · < qk ≤ n− 2, is reached
from the subset {n−1, q3−(q2+1), . . . , qk−(q2+1)} of size k−1 by dan−(q2+1).
Since only state q, 0 ≤ q ≤ n − 2, accepts aq, any two subsets differing by q
are distinguishable by aq.

4. Atoms Let L be a prefix-closed language with quotients K0, . . . ,Kn−1, n ≥ 4.
Recall that L is a right ideal with quotients K0, . . . ,Kn−1. For S ⊆ {0, . . . , n−
1}, the atom of L corresponding to S is AS =

⋂

i∈S Ki ∩
⋂

i∈S Ki. This can

be rewritten as
⋂

i∈S Ki ∩
⋂

i∈S
Ki, which is the atom of L corresponding
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to S; hence the sets of atoms of L and L are the same. The claim follows
from the theorem for right ideals. The proof in [8] applies since the DFA that
accepts the complement of the prefix-closed language of Figure 10 has all the
transformations that fix n− 1.

5. Star It was proved in [11] that 2n−2 + 1 is the maximal complexity of the
star of a prefix-closed language. We now show that Ln(a,−, c, d) meets this
bound. Since Ln(a,−, c, d) accepts ε, no new initial state is needed and it
suffices to delete the empty state and add an ε-transition from each final state
to the initial state to get an NFA N for L∗

n. In this NFA all 2n−2 subsets
of Qn−1 containing 0 are reachable and pairwise distinguishable. Any non-
empty set {0, q2, q3, . . . , qk} of size k with 0 < q2 < q3 < · · · < qk ≤ n − 2 is
reached from {0, q3−q2, . . . , qk−q2} of size k−1 by a(ac)q2−1. Moreover, the
empty set is reached from {0} by d, giving the required bound. Sets {0} ∪ S
and {0} ∪ T with q ∈ S ⊕ T are distinguished by an−2−qdn−2.

6. Product It was shown in [11] that the complexity of the product of prefix-
closed languages is (m+1)2n−2. We now prove that our witness L′

m(a, b, c, d)
with minimal DFA D′

m(a, b, c, d) together with the dialect Ln(a, d, b, c) with
minimal DFA Dn(a, d, b, c) meets this bound. Construct the following NFA N
for the product. Start with D′

m(a, b, c, d), but make all of its states non-final.
Delete the empty state from Dn(a, d, b, c) and all the transitions to the empty
state, add an ε-transition from each state p′ ∈ Q′

m−1 to the initial state 0 of
Dn(a, d, b, c). We will show that (m − 1)2n−2 states of the form {p′, 0} ∪ S,
where S ⊆ Qn−1 \ {0}, and 2n−1 states of the form {(m − 1)′} ∪ S, where
S ⊆ Qn−1 are reachable and pairwise distinguishable.

The initial state of the subset automaton of N is {0′, 0}. State {1′, 0} is
reachable by b and {p′, 0} for 2 ≤ p ≤ m − 2 is reachable from {1′, 0} by
(ab)p−1. State {p′, 0} ∪ S where p′ ∈ Q′

m−1 and S = {q1, . . . , qk} is reachable
from {r′, 0, q2 − q1, . . . , qk − q1} by a(ab)q1−1 for some r′ ∈ Q′

m−1. By induc-
tion, all (m− 1)2n−2 states {p′, 0} ∪ S are reachable. From {0′, 0} ∪ S by d2

we reach {(m− 1)′, 0} ∪ S. Further apply ca to reach {(m− 1)′} ∪ S. Hence
all 2n−1 subsets of the form {(m− 1)′} ∪ S are reachable.

We check that the states are pairwise distinguishable in four cases.

a) {(m− 1)′} ∪ S and {(m− 1)′} ∪ T with r ∈ S ⊕ T are distinguished by
an−2−rcn−2.

b) {p′} ∪ S and {p′} ∪ T with r ∈ S ⊕ T reduces to Case (a) by an−2−rdm.

c) {p′} ∪ S and {(m− 1)′} ∪ T with p′ ∈ Q′
m−1 are distinguished by cn.

d) {p′} ∪ S and {q′} ∪ T with p < q ≤ m− 2 reduces to Case (c) by dp+1.

7. Boolean Operations It is again convenient to consider the ideal languages
defined by the complements of the prefix-closed languages of Figure 10 re-
stricted to the alphabet {a, b, d} and then use De Morgan’s laws. Since ev-
ery prefix-closed language has an empty quotient, it is sufficient to consider
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boolean operations on languages over the same alphabet. The problems are
the same as those in [9], except that there the transformation induced by d
is d : (n− 2 → n− 1).

Let Dn(a, b, c, d) denote the DFA for the complement of the prefix-closed
language of Definition 3 of complexity n and let Ln be the language accepted
by Dn. We consider boolean operations on right ideals L′

m and Ln.

4′, 4

0′, 4

1′, 4

2′, 4

4′, 0

0′, 0

1′, 0

2′, 0

4′, 1

0′, 1

1′, 1

2′, 1

4′, 2

0′, 2

1′, 2

2′, 2

4′, 3

0′, 3

1′, 3

2′, 3

d d d d

d

d

d

d

ddd

bbb

b

d

d

a

a

a

a

a

a

bbb

b

Figure 11: Partial illustration of the direct product for L′
4(a, b,−, d)⊕L5(b, a,−, d).

The direct product is illustrated in Figure 11. The states in Q′
m−1 × Qn−1

are reachable from the initial state (0′, 0) by [2, Theorem 1] and computation
in the case m = n = 4. Then ((m − 1)′, 0) is reached from (0′, 1) by d and
states of the form ((m − 1)′, q), 0 ≤ q ≤ n − 2, are then reached by words
in b∗. Similarly, (0′, n − 1) is reached from (1′, 0) by d and states of the
form (p′, n − 1), 0 ≤ p ≤ m − 2, are then reached by words in a∗. Finally,
((m − 1)′, n− 1) is reached from ((m − 1)′, 0) by d. Hence all mn states are
reachable.

Let S = Q′
m−1 ×Qn−1, R = {(m− 1)′} ×Qn, and C = Q′

m × {n− 1}. The
final states of the direct product to recognize L′

m(a, b,−, d)◦Ln(b, a,−, d) are
R ◦ C.

Consider the following DFAs: D′
m−1(a, b) = (Q′

m−1, {a, b}, δ, 0
′, {0′}) and

Dn−1(b, a) = (Qn−1, {a, b}, δ, 0, {0}). By [2, Theorem 1], the states of S are
pairwise distinguishable with respect to states ({0′} ×Qn−1) ◦

(

Q′
m−1 × {0}

)

for any ◦ ∈ {∪,⊕, \,∩}. One can verify that if w distinguished two states of
S with respect to ({0′} ×Qn−1) ◦

(

Q′
m−1 × {0}

)

, then wd distinguishes them
with respect to R ◦ C for each ◦ = {∪,⊕, \,∩}. The rest of the argument
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depends on the operation ◦ ∈ {∪,⊕, \,∩}.

∩,⊕: All mn states are pairwise distinguishable. The states of R are distin-
guished by words in d∗. The states of C are similarly distinguishable. The
states of R are distinguished from the states of C by words in {a, d}∗. Every
state of S is sent to a state of R by a word in {a, d}∗, and similarly to a state
of C by a word in {b, d}∗; thus the states of S are distinguishable from the
states of R or C.

\: The states of C are all empty, leaving m(n− 1) + 1 distinguishable states.
The states of R are distinguished by words in d∗.

∪: The states of R and C are equivalent final states accepting all words,
leaving (m− 1)(n− 1) + 1 distinguishable states.

By De Morgan’s laws we have κ(L′
m ∪ Ln) = κ(L′

m ∩ Ln), κ(L′
m ⊕ Ln) =

κ(L′
m⊕Ln), κ(L′

m \Ln) = κ(Ln \L′
m), and κ(L′

m ∩Ln) = κ(L′
m ∪Ln). Thus

the prefix-closed witness meets the bounds for boolean operations.

Since the semigroup of a prefix-closed language is the same as that of its com-
plement, which is a right ideal, at least four letters are required to meet all the
bounds.

7 Prefix-Free Languages

The complexity of operations on prefix-free languages was studied in [19, 22, 23],
but most complex prefix-free languages were not considered. As every prefix-free
language has an empty quotient, the restricted and unrestricted complexities are
the same for binary operations.

Definition 4. For n ≥ 4, let Σn = {a, b, c, d, e0, . . . , en−3} and define the DFA
Dn(Σn) = (Qn,Σn, δn, 0, {n − 2}), where δn is defined by the transformations
a : (n−2 → n−1)(0, . . . , n−3), b : (n−2 → n−1)(0, 1), c : (n−2 → n−1)(1 → 0),
d : (0 → n−2)(Qn\{0} → n−1), eq : (n−2 → n−1)(q → n−2) for q = 0, . . . , n−3.
The transformations induced by a and b coincide when n = 4. Let Ln(Σn) be the
language accepted by Dn(Σn). The structure of Dn(Σn) is shown in Figure 12.

Theorem 4. For n ≥ 4, the DFA of Definition 4 is minimal and Ln(Σ) is a prefix-
free language of complexity n. The stream (Ln(a, b, c, d, e0, . . . , en−3) | n ≥ 4) with
dialect stream (Ln(b, a,−,−, e0, en−3) | n ≥ 4) is most complex in the class of
prefix-free languages. At least n + 2 inputs are required to meet all the bounds
below.

1. The syntactic semigroup of Ln(a, b, c,−, e0, . . . , en−3) has cardinality nn−2.
There is only one maximal transition semigroup of minimal DFAs accepting
prefix-free languages. Moreover, fewer than n+1 inputs do not suffice to meet
this bound.
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0 1 2 . . . n− 4 n− 3

n− 2 n− 1

a, b
a a a a

a

e0

e1 e2
en−4

en−3

Σn

b, c

Figure 12: DFA of a most complex prefix-free language. Input d not shown; other
missing transitions are self-loops.

2. The quotients of Ln(a,−,−, d) have complexity n, except for ε and ∅, which
have complexity 2 and 1, respectively.

3. The reverse of Ln(a,−, c,−, e0) has complexity 2n−2+1, and Ln(a,−, c,−, e0)
has 2n−2 + 1 atoms.

4. Each atom AS of Ln(a, b, c,−, e0) has maximal complexity:

κ(AS) =



















2, if S = {n− 2};

2n−1, if S = ∅;

2n−2 + 1, if S = Qn−2;

2 +
∑|S|

x=1

∑n−2−|S|
y=1

(

n−2
x

)(

n−2−x
y

)

, if ∅ ( S ( Qn−2.

5. The star of Ln(a,−,−, d) has complexity n.

6. The product L′
m(a,−,−, d)Ln(a,−,−, d) has complexity m + n− 2.

7. For m,n ≥ 4 but (m,n) 6= (4, 4), and for any proper binary boolean function
◦, the complexity of Lm(a, b,−,−, e0, em−3) ◦ Ln(b, a,−,−, e0, en−3) is max-
imal. In particular, these languages meet the bounds mn − 2 for union and
symmetric difference, mn−2(m+n−3) for intersection, and mn−(m+2n−4)
for difference.

Proof. Since only state q accepts an−2−qd for 0 ≤ q ≤ n− 3, DFA Dn(a,−,−, d) is
minimal. Since it has only one final state and that state accepts {ε}, Ln(a,−,−, d)
is prefix-free.

1. Semigroup The proof that the size of the semigroup is nn−2 is very similar
to that in [12]. Inputs a, b, and c generate all transformations of Qn−2.
Moreover, any state q ∈ Qn−2 can be sent to n−2 by eq and to n−1 by eqeq.
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Hence we have all nn−2 transformations of Qn that fix n− 1 and send n− 2
to n− 1. The maximal transition semigroup is unique, since it must contain
all these transformations.

To prove that at least n + 1 inputs are necessary, we see that eq : (n − 2 →
n− 1)(q → n− 2) is in the transition semigroup of Dn. There are two types
of states in q ∈ Qn−2: those of Type 1, for which eq is a generator (that is,
the transformation of eq is induced by a single letter), and those of Type 2,
for which it is not. If eq and ep are generators, then clearly ep 6= eq.

If eq is not a generator, then it must be a composition, eq = uqvq, where uq

is in the semigroup and vq is a generator. No state can be mapped by uq

to n − 2 because then vq would map n − 2 to n − 1. Hence uq must be a
permutation of Qn−2. If q 6= q′ and eq and eq′ are not generators, then there
exist uq, vq and uq′ , vq′ as above, such that eq = uqvq and eq′ = uq′vq′ . Then
we must have quq 6= q′uq′ ; otherwise both q and q′ would be mapped to n−2.
Hence vq 6= vq′ and all the generators of this type are distinct.

Finally, if eq is a generator and vq′ is as above, then eq 6= vq′ , for otherwise uq′

would be the identity and q′ would be of Type 1. Therefore, n− 2 generators
are required in addition to those induced by a, b and c.

2. Quotients This is clear from the definition.

3. Reversal This was proved in [12].

4. Atoms First we establish an upper bound on the complexity of atoms of
prefix-free languages. Let L be a prefix-convex language with n quotients
K0, . . . ,Kn−1, in which Kn−2 is final and Kn−1 = ∅. Consider the intersection
AS =

⋂

i∈S Ki∩
⋂

i∈S Ki, where S ⊆ Qn, and S = Qn \S. Clearly n−1 must

be in S if AS is an atom, for an atom must be non-empty. Since a prefix-free
language has only one final state and that state accepts ε, if n − 2 ∈ S, no
other quotient is in S, for then AS would not be an atom. Hence if S = {n−2}
then AS = {ε}, and κ(AS) = 2.

Now suppose S = ∅; then AS =
⋂

i∈S Ki. Since Kn−1 appears in every
quotient of AS , there are at most 2n−1 subsets of Qn−1 that can be reached
from AS together with n− 1. Hence κ(AS) ≤ 2n−1.

If S = Qn−2, then S = {n − 2, n − 1} and
⋂

i∈S Ki = Σ+. If we reach

Kn−1 = Σ∗, then any intersection which has {n−2, n−1} in the complemented
part is equivalent to one that has only {n− 1}, since no quotient other than
Kn−2 contains ε. Hence we can reach at most 2n−2−1 subsets of Qn−2, along
with the intersection Kn−2 ∩Kn−1 = ε, and the empty quotient, for a total
of 2n−2 + 1 states.

Finally, consider the case where ∅ ( S ( Qn−2. Then we have from 1 to
|S| uncomplemented quotients Ki with i ∈ Qn−2, and from 1 to n − 2 − |S|
quotients Ki with i ∈ Qn−2 in the complemented part; this leads to the
formula given in the theorem.
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It remains to be proved that the atoms of Ln(a, b, c,−, e0) meet these bounds.
Atom A{n−2} is equal to {ε} and thus has two quotients as required; as-
sume now that S ⊆ Qn−2. We are interested in the number of distinct
quotients of AS =

⋂

i∈S Ki ∩
⋂

i∈S Ki, where S ⊆ Qn \ {n − 1}. The quo-

tients w−1AS have the form JX,Y =
⋂

i∈X Ki ∩
⋂

i∈Y Ki where X = {i |

Ki = w−1Kj for some j ∈ S} and Y = {i | Ki = w−1Kj for some j ∈ S}.

For brevity, we write S
w
−→ X and S

w
−→ Y ; this notation is in agreement with

the action of w on the states of Dn corresponding to S and S.

Notice JX,Y = JX,Y ∪{n−2} for all X and Y , except for the case X = {n− 2}
in which JX,Y ∈ {{ε}, ∅}. Thus it is sufficient to assume n − 2 6∈ Y from
now on, as {JX,Y | n− 2 6∈ Y, n− 1 ∈ Y } contains every quotient of AS . We
show that whenever |X | ≤ |S|, |Y | ≤ |S|, n − 2 6∈ Y , and n − 1 ∈ Y , there

is a word w ∈ {a, b, c, e0}∗ such that S
w
−→ X and S

w
−→ Y and hence JX,Y

is a quotient of AS . When S = Qn−2 we reach all quotients JX,{n−1} where
∅ ( X ⊆ Qn−2 by words in {a, b, c}∗, we reach J{n−2},{n−1} from J{0},{n−1}

by e0, and from there we reach the empty quotient by e0. Similarly, when
∅ ⊆ S ( Qn−2, we reach JX,Y for X ⊆ Qn−2 and Y ∩Qn−2 6= ∅ by words in
{a, b, c}∗, and the remaining quotients are easily reached using e0.

It remains to show that non-empty quotients JX,Y and JX′,Y ′ are distinct
whenever X 6= X ′ or Y 6= Y ′. Notice JX,Y = ∅ if either X ∩ Y 6= ∅ or
{n− 2} ( X , and JX,Y = {ε} if and only if X = {n− 2}. Apart from these
special cases, every JX,Y is non-empty and does not contain ε.

For any X ⊆ Qn−2, let wX denote a word that maps X → {n − 2} and
Qn \ X → {n − 1}; there is such a word in {a, b, c, e0}∗ because {a, b, c}∗

contains u : (n−2 → n−1)(X → n−3)(Qn−2\X → 0), and then wX = ue0ae0.
Observe that wX ∈ Ki for all i ∈ X and wX 6∈ Kj for all j 6∈ X . Hence, if
X ⊆ Qn−2 and Y ⊆ Qn \X , then wX ∈ JX,Y and wY ∩Qn−2

∈ JX,Y .

Let X ′ and Y ′ be any disjoint subsets of Qn where n−1 ∈ Y ′ and JX′,Y ′ 6= ∅.
If X ′ 6= X then either wX 6∈ JX′,Y ′ or wX′ 6∈ JX,Y . Similarly, if Y ′ 6= Y (and
Y ⊕Y ′ 6= {n− 2}) then either wY ∩Qn−2

6∈ JX′,Y ′ or wY ′∩Qn−2
6∈ JX,Y . Thus,

any two quotients JX,Y and JX′,Y ′ , where (X,Y ) 6= (X ′, Y ′), are distinct.

When we established the upper bound on κ(AS), we counted the number of
reachable, potentially distinct quotients JX,Y of each AS . We have now shown
that every reachable JX,Y is a quotient of AS and determined all the cases
when JX,Y = JX′,Y ′ . It follows that every bound is met by Ln(a, b, c,−, e0).

5. Star Proved in [19]. For the purpose of proving that n+2 inputs are required
for a most complex prefix-free witness, an outline of the proof is repeated here.

Suppose that L is a prefix-free language with n quotients whose syntac-
tic semigroup is maximal, and L∗ has maximal complexity. We show that
L requires an alphabet of size n + 2. Towards a contradiction, let D =
(Qn,Σ, δ, 0, {n−2}) be a DFA for L where |Σ| = n+1. Assume 0, 1, . . . , n−3
are non-final, non-empty states, n − 2 is the unique final state, and n− 1 is
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the empty state. By [19], D must have this structure and δ(n− 2, w) = n− 1
for any w ∈ Σ+.

Since the syntactic semigroup of L is maximal, each letter of Σ has a specific
role in D as described in 1 of this theorem. Three letters a′, b′, and c′

are required to induce the transformations on Qn−2; these letters cannot
map any state of Qn−2 to n − 2 or to n − 1. An additional n − 2 letters
v0, v1, . . . , vn−3 are required to generate eq : (n−2 → n−1)(q → n−2) for each
q ∈ Qn−2, where the action of eq is induced by a word in {a′, b′, c′}∗vq. Notice
vq cannot map any state of Qn−2 to n − 1, since eq does not. In summary,
Σ = {a′, b′, c′, v0, . . . , vn−3} and for all ℓ ∈ Σ and q ∈ Qn−2, δ(q, ℓ) 6= n− 1.

An NFA for L∗ is produced by adding to D a new initial state 0′, which is final,
adding an ε-transition from n−2 to 0, and deleting the empty state n−1. The
transitions from 0′ are exactly the same as the transitions from 0. Perform the
subset construction on this NFA. The n− 1 states {0′}, {0}, {1}, . . . , {n− 3}
are all reachable and distinguishable by words in {a′, b′, c′, v0}. The only way
to reach a set containing more than one state is by moving to n− 2 and using
the ε-transition. This leads to the state {0, n − 2}, but applying any word
w ∈ Σ+ deletes n − 2; thus, {0, n− 2} is the only reachable set with two or
more states. However, {0′} and {0, n − 2} are indistinguishable, since both
are final and δ({0′}, w) = δ({0}, w) = δ({0, n− 2}, w) for w ∈ Σ+.

So far, there are only n − 1 reachable, distinguishable states in the subset
construction. The remaining state is ∅, which can only be reached if there is
a letter ℓ that moves from q ∈ Qn−2 to n − 1 in D; a transition from n − 2
to n − 1 is not sufficient to reach the empty state. We showed that in our
witness no ℓ ∈ Σ has δ(q, ℓ) = n−1. Therefore, κ(L∗) ≤ n−1, a contradiction.
To achieve κ(L∗) = n, an additional letter is required. Therefore, any most
complex prefix-free language stream requires n + 2 inputs.

6. Product Proved in [19].

7. Boolean Operations Let S = Q′
m−2 × Qn−2. For 0 ≤ p ≤ m − 1, let

Rp = {(p′, q) | q ∈ Qn}, and for 0 ≤ q ≤ n − 1 let Cq = {(p′, q) | p′ ∈ Q′
m}.

These are the sets of states in the rows and columns of Figure 13. The states
in S are reachable from the initial state (0′, 0) by [2, Theorem 1]. Every other
state in the direct product is reachable from some state in S, as illustrated
in Figure 13.

For ◦ ∈ {∪,⊕, \,∩}, the direct product recognizes L′
m ◦ Ln if the final states

are set to be Rm−2 ◦ Cn−2. Now we must determine which states are distin-
guishable with respect to Rm−2◦Cn−2 for each value of ◦. Consider the DFAs
D′

m = (Q′
m−2, {a, b}, δ, 0

′, {(m− 3)′}) and Dn = (Qn−2, {b, a}, δ, 0, {n− 3}).
By [2, Theorem 1], the states of S are pairwise distinguishable with respect
to (Rm−3 ◦ Cn−3) ∩ S. For any pair of states in S, let w be a word that
distinguishes them in (Rm−3 ◦ Cn−3) ∩ S; one verifies that further apply-
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Figure 13: Partial illustration of the direct product for L′
5(a, b,−,−, e0, e2) ∪

L5(b, a,−,−, e0, e2).

ing em−3 distinguishes them with respect to Rm−2 ◦ Cn−2. The rest of the
distinguishability argument depends on ◦ ∈ {∪,⊕, \,∩}.

∪: States ((m−1)′, n−2), ((m−2)′, n−1), and ((m−2)′, n−2) are equivalent,
since all three are final and any letter sends them to ((m− 1)′, n− 1).

States of Rm−1 are distinguished by words in b∗em−3. States of Cn−1 are
distinguished by words in a∗em−3. Excluding ((m − 1)′, n − 2) and ((m −
2)′, n− 1), which are equivalent, states of Rm−1 are distinguished from states
of Cn−1 by words in a∗em−3.

States of Rm−2∪Cn−2 are moved to states of Rm−1∪Cn−1 by applying em−3.
Excluding ((m− 1)′, n− 2), ((m− 2)′, n− 1), and ((m− 2)′, n− 2), which are
equivalent, every state is mapped by em−3 to a different state of Rm−1∪Cn−1;
hence they are distinguishable.

Finally, we must show that states of S are distinguishable from the states
of Rm−1 ∪ Cn−1. For any (p′, q) ∈ S, there exists w ∈ {a, b}∗ such that

(p′, q)
w
−→ (0′, n− 3), since both (p′, q) and (0′, n− 3) are reached from (0′, 0)

by words in {a, b}∗, and a and b permute S. Then (0′, n− 3)
em−3

−−−→ (0′, n− 2)
and we have already shown that (0′, n−2) is distinguishable from all states in
Rm−1∪Cn−1. Thus, the mn−2 remaining states are pairwise distinguishable.

⊕: States ((m − 1)′, n − 2) and ((m − 2)′, n − 1) are equivalent, and states
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((m − 2)′, n− 2) and ((m − 1)′, n− 1) are equivalent. The rest of the states
are distinguishable by an argument similar to that of union.

∩: State ((m − 2)′, n − 2) is the only final state. The remaining non-final
states of Rm−2 ∪ Rm−1 ∪ Cn−2 ∪ Cn−1 are all empty. Clearly the states of

S are non-empty, since ((m − 3)′, n − 3)
em−3

−−−→ ((m − 2)′, n − 2). Thus, the
remaining mn− 2(m + n− 3) states are pairwise distinguishable.

\: The states of Rm−1 and ((m− 2)′, n− 2) are all equivalent. States ((m−
1)′, q) and ((m − 2)′, q) are equivalent for 0 ≤ q ≤ m − 3. The final states
(Rm−2 \ {((m− 2)′, n− 2)}) are all equivalent.

The states of Cn−1 are distinguished by words in a∗em−3. It remains to
show that states of S are distinguishable from the states of Cn−1. Notice
((m−3)′, n−3) is distinguished from ((m−3)′, n−1) by em−3, and from every
other state of Cn−1 by bem−3. For any state of S, there exists w ∈ {a, b}∗

that sends that state to ((m − 3)′, n− 3), and notice Cn−1w ⊆ Cn−1. So all
mn− (m + 2n− 4) remaining states are pairwise distinguishable.

Note that stream Lm(a, b, c, d, e0, em−3) with dialect Ln(b, a, c, d, e0, em−3) meets
the bounds for quotients, reversal, atomic complexity, star, product and boolean
operations.

Using some results from [22, 23] we define another prefix-free witness stream that
meets all the bounds except those for syntactic complexity and atom complexity.
Moreover, all the bounds are met by dialects over minimal alphabets.

Definition 5. For n ≥ 4, let Dn(a, c, d, e, f, g) = (Qn,Σ, δn, 0, {n − 2}), where
Σ = {a, c, d, e, f, g}, and δn is defined by the transformations

• a : (n− 2 → n− 1)(0, . . . , n− 3),

• c : (n− 2 → n− 1)(1 → 0).

• d : (0 → n− 2)(Qn \ {0} → n− 1),

• e : (n− 2 → n− 1)(n− 3 → n− 2),

• f : (n− 2 → n− 1)(n−2
0 q → q + 1),

• g : (n− 2 → n− 1).

Note that b is not used, a, c, d, and e induce the same transformations as a, c, d,
and en−3 in Definition 4. DFA Dn(Σ) is shown in Figure 14. Let Ln(Σ) be the
language accepted by Dn(Σ).

Proposition 1. For n ≥ 4, the DFA of Definition 5 is minimal and Ln(Σ) is
a prefix-free language of complexity n. Moreover, all the witnesses for individual
operations have minimal alphabets.
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Figure 14: DFA Dn(Σ) of Definition 5; missing transitions are self-loops.

1. The quotients of Ln(a,−,−,−, f) have complexity n, except for the quotient
ε and the empty quotient, which have complexity 2 and 1 respectively.

2. The reverse of Ln(a, c,−, e) has complexity 2n−2 + 1, and Ln(a,−, c, d) has
2n−2 + 1 atoms.

3. The star of Ln(a,−,−, d) has complexity n.

4. For m,n ≥ 4, κ(Lm(−,−,−,−, f)Ln(−,−,−,−, f)) = m + n− 2.

5. a) κ(Lm(−,−,−,−, f, g)∪Ln(−,−,−,−, g, f)) = κ(Lm(−,−,−,−, f, g)⊕
Ln(−,−,−,−, g, f)) = mn− 2.

b) κ(Lm(a,−,−, e,−,−) \ Ln(−,−,−,−, e, a)) = mn− (m + 2n− 4).

c) κ(Lm(a,−,−, e,−,−)∩ Ln(−,−,−,−, e, a)) = mn− 2(m + n− 3).

Proof. The first claim is obvious. The second and third claims were proved in
Theorem 4. (A ternary witness was also used in [22] for the reverse, but it had
more complicated transitions than our witness.) The fourth claim is from [22]. The
results for union, symmetric difference and intersection were proved in [22], and
that for difference in [23].

8 Conclusions

Our results are summarized in Table 1. The largest bounds are shown in boldface
type, and they are reached in the classes of ideal and closed languages. Recall that
for regular languages we have the following results: semigroup: nn; reverse: 2n;
star: 2n−1 + 2n−2; restricted product: (m − 1)2n + 2n−1; unrestricted product:
m2n + 2n−1; restricted ∪ and ⊕: mn; unrestricted ∪ and ⊕: (m + 1)(n + 1);
restricted \: mn; unrestricted \: mn+m; restricted ∩: mn; unrestricted ∩: mn.
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Table 1: Complexities of special prefix-convex languages

Right-Ideal Prefix-Closed Prefix-Free

Semigroup n
n−1

n
n−1 nn−2

Reverse 2
n−1

2
n−1 2n−2 + 1

Star n+ 1 2
n−2 + 1 n

Product restricted m+ 2n−2 (m+ 1)2n−2 m+ n− 2

Product unrestr. m+ 2n−1 + 2n−2 + 1 (m+ 1)2n−2 m+ n− 2

∪ restricted mn− (m+ n− 2) mn mn− 2

∪ unrestricted (m+ 1)(n + 1) mn mn− 2

⊕ restricted mn mn mn− 2

⊕ unrestricted (m+ 1)(n + 1) mn mn− 2

\ restricted mn− (m− 1) mn− (n − 1) mn− (m + 2n− 4)

\ unrestricted mn+m mn− (n − 1) mn− (m + 2n− 4)

∩ restr. and unrestr. mn mn− (m + n− 2) mn− 2(m + n− 3)
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