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Dual Convolutional Neural Network Classifier with
Pyramid Attention Network for Image-Based
Kinship Verification*

Reza Fuad Rachmadi®, I Ketut Eddy Purnama®
Supeno Mardi Susiki Nugroho® and Yoyon Kusnendar Suprapto?

Abstract

A family is the smallest entity that formed the world with specific charac-
teristics. The characteristics of a family are that the member can/may share
some similar DNA and leads to similar physical appearances, including simi-
lar facial features. This paper proposed a dual convolutional neural network
(CNN) with a pyramid attention network for image-based kinship verifica-
tion problems. The dual CNN classifier is formed by paralleling the FaceNet
CNN architecture followed by family-aware features extraction network and
three final fully-connected layers. A channel-wise pyramid attention network
is added after the last convolutional layers of FaceNet CNN architecture.
The family-aware features extraction network is used to learn family-aware
features using the SphereFace loss function. The final features used to clas-
sify the kin/non-kin pair are joint aggregation features between the pyramid
attention features and family-aware features. At the end of the fully con-
nected layer, a softmax loss layer is attached to learn kinship verification
via binary classification problems. To analyze the performance of our pro-
posed classifier, we performed experiments heavily on the Family in The Wild
(FIW) kinship verification dataset. The FIW kinship verification dataset is
the largest dataset for kinship verification currently available. Experiments
of the FIW dataset show that our proposed classifier can achieve the highest
average accuracy of 68.05% on a single classifier scenario and 68.73% on an
ensemble classifier scenario which is comparable with other state-of-the-art
methods.
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1 Introduction

Humans are unique species in the universe that discriminate by visual appearances,
including human faces, fingerprints, retina patterns, and gait. All of those visual
appearances are widely used as biometric authentication features of identity. The
human faces are a little bit special due to the visual appearances that can be descent
from parents or grandparents and can be used to analyze the kinship relationship
among people. In this modern era, the camera sensor is widely used to capture
images. Many of those images were uploaded to the internet, including photos
with human faces and family photos. In recent years, several kinship relationship
datasets were formed by researchers to support the development of image-based
kinship relationship problems, including KinFaceW-1I [26, 27], KinFaceW-II [26, 27],
KFVW (Kinship Face Video in The Wild) [54], Cornell KinFace [12], Tri-Subject
Kinship [31] and FIW (Family in The Wild) [37, 50, 35]. The dataset is usually
formed by crawling well-known families’ photos on the web, including actresses and
the royal family with clear kinship relationships between the family members.

One of the technologies that provide an opportunity to develop image-based kin-
ship verification problems is the evolution of deep learning methods widely used af-
ter Krizhevsky et al. [17] won the ILSVRC 2012 challenges by using a convolutional
neural network classifier. After 2012, deep learning is constantly used for a lot of
problems and applications, from computer science to remote sensing applications.
There are several deep learning approaches for image-based kinship verification
problems, including the one described in [20, 21, 11, 50, 8, 32, 35, 33, 30, 36, 53].

In this paper, we proposed a dual convolutional neural network (CNN) classifier
with joint features aggregation and a pyramid attention network for image-based
kinship verification problems. Our proposed classifier was formed by paralleling the
FaceNet CNN architecture [40] and adding two subnetworks, one for family-aware
features extraction and one for kin/non-kin classification. Our contributions can
be listed as follows.

o We investigated a dual CNN classifier with joint features aggregation for
image-based kinship verification problems. The experiments are heavily per-
formed using the FIW dataset [37, 50, 35], which is considered the largest
kinship verification dataset currently available.

e We investigated the combination of our proposed classifier with a channel-
wise pyramid attention network. The attention network described by Zhao
and Wu [58] is adopted with our proposed classifier. Experiments on the
FIW dataset show that adding a channel-wise pyramid attention network can
improve the classifier’s performance.
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e For further analysis, we also investigated our proposed classifier with a subset
of the FIW dataset, including RFIW’17 [38] and RFIW’18 [35]. The subset
of the FIW dataset is used for the competition, which can be compared side-
by-side with other methods in the competition.

The rest of the paper is organized as follows. Section 2 discussed several related
works on image-based kinship relationship analysis. Our proposed classifier is de-
scribed in section 3, follows by results and discussion in section 4. Finally, we
conclude the experiments in the last section.

2 Related Work

In recent years, there are several works on image-based kinship relationship analysis,
including those described in [8, 49, 33, 39, 56, 19]. Dawson et al. [8] reported
a performance comparison FSP (From-Same-Photo) classifier on several kinship
verification datasets. The FSP classifier is trained on the same photo dataset
instead of kinship verification data. The results show that the performance is very
good on some kinship verification datasets (some achieved around 90%). Dawson
et al. [8] conclude that some kinship verification datasets are not suitable for model
development because a lot of the data is taken from the same photo.

Robinson et al. [39] described the RFIW 2020 challenges results with three
tasks: kinship verification, tri-subject verification, and search & retrieval of missing
children. To create a baseline performance, Robinson et al. [39] use SphereFace
CNN classifier [24] which proved to produce high accuracy on face recognition
tasks. The baseline performances of the SphereFace classifier are 64% on kinship
verification tasks, 68% on tri-subject kinship verification, and mAP of 0.02 on
missing children search & retrieval tasks.

Yu et al. [56] proposed a deep fusion siamese network for kinship verification
problems. The deep siamese network is used to extract the features of two faces
input. The features are fed into a features fusion network before classifying using
fully connected layers with a sigmoid activation function at the network’s end. Yu
et al. [56] perform experiments using several different features fusion mechanisms
and two different loss functions, including BCE (Binary Cross Entropy) loss and
focal loss. Experiments on RFIW 2020 dataset show that the proposed classifier
achieves an average accuracy of 76% on kinship verification problems and 79% on
tri-subject kinship verification problems.

A combination of the Young Generation Model with Sparse Discriminative Met-
ric Loss (SDM-Loss) was proposed by Wang et al. [49] for kinship verification
problems, especially for parents-child and grandparents-grandchild kinship. The
model is based on StarGAN CNN architecture described by Choi et al. [5] and
modified the loss with SDM-Loss. Experiments on 5-folds FIW dataset show that
ResNet+SDMLoss with an additional young generation model can achieve an av-
erage accuracy of 68.68% with siblings and 69.47% without siblings kinship. The
testing is divided into two protocols because the proposed classifier uses a young
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generation model that may not work properly when combined with siblings kinship
that has lower different ages than parent-child or grandparents-grandchild kinship.

Laiadi et al. [19] use Multilinear Side-Information based Discriminant Analy-
sis integrating Within Class Covariance Normalization (MSIDA+WCCN) to train
a model for image-based kinship verification problems. The features used by the
model are extracted from the fc6 and fc7 layers of four VGG-based CNN that are
trained using the ImageNet dataset. The final decision is decided using a sim-
ple cosine similarity score between features extracted from two faces using the
MSIDA+WCCN model. The proposed model was tested using the KinFaceW
dataset and achieved an average accuracy of 87.65% and 87% on the KinFaceW-1
and KinFaceW-II datasets.

3 Proposed Classifier

This section describes our proposed classifier, which consists of two different things,
the dual CNN classifier with family-aware features and channel-wise pyramid at-
tention network. Figure 1 shows the diagram of our proposed classifier.

3.1 Dual Convolutional Neural Network

The dual CNN classifier of our proposed classifier is formed by paralleling FaceNet
CNN architecture which will process for each face image pair. An additional family-
aware features extraction network is attached at the end of the classifier, which is
adapted from [33]. We use joint features aggregation between pyramid features and
family-aware features to improve the classifier’s performance. Those joint features
aggregation networks proved can improve the classifier’s performance in some tasks,
including super-resolution tasks [22] and remote sensing image classification [28].
Unlike the dual CNN classifier used in [33], the backbone of our dual CNN classifier
weights is not frozen but updated in the training process with a 0.001 times lower
learning rate comparing with a fully connected and pyramid attention network. We
use three different loss functions that can be computed as follows.

L=Li+a(Lsn+ L) (1)

with Ly is the loss function of kin/non-kin classification loss, L1 and Ly, is the
loss function for learning family-aware features, and « is the contributing factor
to the final loss value. We use a > 1 for the training process, which will let the
classifier learn the family-aware features strongly.

To learn the family-aware features, we use two different deep metric learning
widely used for face recognition tasks, including SphereFace [24] and Center Loss
[51]. Deep metric learning can be divided into two categories, euclidean metric-
based loss [43, 42, 40, 51, 13] and cosine metric-based loss [25, 47, 24, 48, 9]. The
SphereFace is deep metric learning that cosine metric-based loss function, which
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can be computed as follows.

N
1 ellxill(6e; ) >
Lo=—=) —lo 2
a N ; & (exiﬂw(@ci,i) + fs(ci) ( )
Cz) = Z e‘lxillcos(eci,i) (3)
J#ci

with 9(0,, ;) defined as ¥ (0., ;) = (—1)* cos(mb,, ;) — 2k, 0., ; € [’;‘f, (ktnl)d)], and
k € [0,m — 1]. We use m = 4 to performs the training process as described in
the original SphereFace paper [24]. The second deep metric learning used to train
our proposed classifier is center loss [51]. The center loss works by minimizing the
variation of the intra-class features while trying to separate the features between
classes. The loss function for center loss is divided into two functions; the first loss
function is used to update the center or centroid of the features, while the second
loss function is used to classify the features based on their label. Let x; is the
extracted features of the last layer of the classifier and c,, is the centroid of the
features of class y;-th of the data, the loss function used for updating the center
can be computed as follows.

1
:§Z||Xi_cyi (4)
i=1

The efficient way to update the centroid of the features is by analyzing all of the
examples and deciding the centroid’s shift based on the error produced by the
examples. The process is not possible when training the classifier using the mini-
batch SGD algorithm. Instead, Wen et al. [51] proposed a joint loss function
between softmax and center loss that can be computed as follows.

Ly=Ls+pL. (5)
m oWa, Xitby, m
LR
= _Zlogw 52 |Ix; — cill3 (6)
=1 i=1

with u is the contribution of the center loss in the final loss function, and L is the
softmax loss function. We use g = 0.008 to performs the training process, which
the original authors also recommend.

3.2 Channel-wise Pyramid Attention Network

Attention network is one type of additional network that explores the importance
of features on the tasks. The attention network is widely and originally used for
natural language processing problems, including that described in [2, 29, 41, 55,
45, 3, 44, 1, 10]. As time goes by, some researchers also tried to implement an
attention network for the problem with an image as an input of the classifier,
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including that described in [46, 15, 52, 57, 58]. Zhao et al. [58] proposed a pyramid
attention network for saliency detection problems. The pyramid attention network
consists of two types of attention network, channel-wise attention network and
spatial attention network. The channel-wise pyramid attention network computes
the importantness of the features per channel, while the spatial attention network
computes importantness per feature based on spatial coordinates.

Our proposed classifier adopted the channel-wise pyramid attention network
(PAN) described by Zhao et al. [58] and joined the features with family-aware
features [33]. Assume that z € R">*#*C 5 the concatenation of multi-level convo-
lutional layer outputs with z = (21,29, - ,2¢], C is the total channel number of
the features, and z; € RW*H ig the i-th channel of z, the output of channel-wise
attention network can be calculated as follows.

Ae(v, W) = 0 (fe, (6(fe, (v, W1)), Wa)) (7)

with v € RY is unfold version of z, W is the parameters in the channel-wise
attention network, o is the sigmoid function, § is the ReLU function, f., and f., is
the fully-connected function. In our implementation, we use the PReLLU function
[14] instead of the ReLU which used in the original implementation. We change the
activation function to match the activation function used in the backbone network
(FaceNet architecture). The final features are computed by weighting the features
with the output of the channel-wise attention network as follows.

z=12z A (v,W) (8)

The operation is performed channel-wise multiplication using the attention weights.

The features used to calculate the channel-wise attention outputs are extracted
using CFE (Context14 aware Features Extraction) module, which is also used in
the original pyramid attention network paper [58]. The CFE module consists of
four convolutional layers with different kernel size and dilation rates, 1x1 kernel,
3x3 kernel with dilation rates of 3, 3x3 kernel with dilation rates of 5, and 3x3
kernel with dilation rates of 7. The output of the CFE module is the combination of
those four convolutional with additional batch normalization and PReLU activation
functions. As shown in Figure 1, the output of convolutional blocks 2, 3, and 4 is
used to extract pyramid features using the CFE module and combined it to form
the final pyramid features. Features extracted from convolutional block two are
downsampled to match the resolution of other features.

3.3 Face Segmentation

To ensure that the classifier only learned the appropriate face features, we applied
a face parsing/face segmentation of the input faces in the preprocessing step before
the training process. We use a face labeling model described in [4], which utilizes
the face labeling problem described in [23] and is used to supplying the semantic
segmentation for thermal-to-visible image translation using a generative adversarial
network. The face parsing model produces eleven labels of face images, including
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]
: - -

Figure 2: The results of the face parsing model that was used in our pre-processing
step. (a) face image, (b) the parsing result with background, (c) the parsing result
without background, and (d) the final result used in the training process.

(a)

background, left eye, right eye, left eyebrow, right eyebrow, nose, upper lips, lower
lips, inside the mouth, facial skin, and hair.

In our experiments, we only take pixels that label as non-background (eyes,
eyebrows, nose, lips, mouth, facial skin, and hair) for the training process. Figure 2
shows the face parsing process and removing the background labeled pixels before
saved the final images for the training process (as showed in Figure 2-(d)). By
using the preprocessing face images, our proposed classifier can achieve a good
validation accuracy comparing without the face parsing preprocessing process. The
face segmentation preprocessing process is only applied in the training process.

4 Results and Discussion

To evaluate our proposed classifier, we performed a detailed analysis using the FIW
dataset [37, 50, 35] and Caffe deep learning framework [16]. We also performed
experiments using only a family-aware CNN classifier [33] and several ensemble
configurations. Figure 3 shows the flow of the kinship verifiation experiments for
our proposed classifier.

4.1 FIW Dataset

The FIW dataset [37, 50, 35] is currently the largest kinship verification dataset and
proved to be a challenging problem. The FIW dataset consists of 11,932 face im-
ages covering around 1,000 families with eleven different kinship relationship types.
The eleven kinship relationship can be divided into three categories, same gener-
ation kinship (siblings, brother, and sister), first-generation kinship (mother-son,
mother-daughter, father-son, and father-daughter), and second-generation kinship
(grand mother-grand son, grand mother-grand daughter, grand father-grand son,
and grand father-grand daughter). Figure 4 shows several examples of face im-
ages for each kinship category on the FIW dataset. As shown in Figure 4, higher
generation kinship may reduce the facial features similarity which reasonable due
to combination of DNA from grand parent to parent to grand child. There are
several different split configurations (training and testing list) of the FIW dataset.
This paper uses three different configurations, including the 5-folds configurations
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Figure 3: The main flow of our experiments using the FIW dataset.

(no overlapped family between folds), RFIW 2017 challenge, and RFIW 2018 chal-
lenge. We heavily perform the experiments using the 5-folds configuration before
use RFIW 2017 and RFIW 2018 split configuration.

4.2 Experiments Setup

Implementation Detail. We use four different classifier configurations of our
dual CNN classifier with a pyramid attention network. All approaches are based on
FaceNet CNN architecture, and final features are constructed by combining family-
aware features with pyramid attention features. Each classifier can be described as
follows.

e DFaceNet-FC512-CAtt. Dual FaceNet classifier combined with 512 family-
aware features learned using SphereFace Loss function [24] and channel-wise
attention network (CAtt). The total features used for the final fully-connected
layers are 896 features with 512 family-aware features and 384 features from
the pyramid attention network.

o DFaceNet-FC1K-CAtt and DFaceNet-FC2K-CAtt. The classifier uses
the same configuration as the DFaceNet-FC512-CAtt classifier but with a
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Figure 4: Kinship relationship categories in the FIW dataset and their examples

pair of each category [37, 50, 35].

different number of family-aware features, 1,024 and 2,048. The total number
of final features for DFaceNet-FC1K-CAtt and DFaceNet-FC2K-CAtt is 1,408

and 2,432 features, respectively.

e DFaceNet-FC512-ASCL-CAtt.

Similar to DFaceNet-FC512-CAtt but

with two different family-aware features, features learned using SphereFace

Loss function and features learned using Center Loss function.

The final

features are 1,024 family-aware features (from two different family-aware

branches) and 384 pyramid attention features.

All of the classifiers use a CPFE network with four different atrous convolutions,
1x1 kernel with dilation rate of 1 and 3x3 kernel with dilation rate of 3, 5, and 7.
The CPFE network is attached after each output of blocks 2 to 4, and the pyramid
features are constructed by combining the output of all CPFE networks.

Training Process. The training process is done for ten epochs using NAG
(Nesterov Accelerated Gradient) training algorithm. The learning rate is initialized
at 0.01 with a polynomial reducing policy and additional clipping gradient method
to reduce the exploding gradient problem, especially in the first couple of epoch. We
reduce the learning rate by 0.001 factor for the backbone network to preserve the
classifier’s ability to extract face features. The input images are resized to 120x120,
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followed by random cropping using 112x112 resolution and data normalization
before the training process.

Testing Process. In the testing process, we use multi-resolution approaches
by classifying the input image using several different input resolutions, including
115x 115, 118x118, 122x122, and 128x128. Each resolution is cropped into ten
different crops (center, left top, left bottom, right top, right bottom, and their
respective mirror version of the crops) with a resolution of 112x112. After the
pre-processing process, the testing process performs a classification using 40 crops,
and the final classification score is computed by averaging the score of all crops. We
performed ensemble testing by using a simple average ensemble mechanism, which
proved to improve the classifier’s performance by around 1-2%.

4.3 Results and Discussion

The results are divided into four different independent experiments, which are de-
tailed discussed in each sub-section. We added one additional preliminary experi-
ment using the FA-CNN classifier [33], which was used as the basis for our proposed
classifier.

4.3.1 Preliminary Results

In the preliminary experiments, we use Dual FaceNet-FA (Family-Aware CNN)
[33] with the SphereFace Loss function to learn the family-aware features. We
use different training scenarios, which are not time-consuming, as reported in the
original paper. The training process is done with the same hyperparameter setting
as described in the experiment’s setup. Lambda A = 10 is used for the SphereFace
Loss function, which in the original paper suggested choosing a small lambda value
(e.g. 10 or 5) to compensate for the original softmax loss function. Table 1 shows
the result of the preliminary experiments using the 5-folds FIW dataset and three
different classifier configurations. As shown in Table 1, the average accuracy of
the classifier is similar to the one reported in [33], although we use a different
training scenario. The second-generation kinship relationship still produces the
lowest accuracy due to the limited data available in the dataset.

4.3.2 5-Folds Configuration

After preliminary experiments, we conducted the experiments using a Dual FaceNet
classifier with family-aware features and channel-based pyramid attention network
features. Four different classifiers along with ensemble configuration were used to
perform the experiments. Table 2 shows the results of the Dual FaceNet classifier
with family-aware features and channel-wise pyramid attention network features
with average accuracy ranged from 67.80% to 68.05%. As shown in Table 2, the
best performance of the single classifier is achieved using the DFaceNet-FC1K-
CAtt classifier with an average accuracy of 68.05%. The second-generation kinship
verification seems still the hardest case for the classifier with average accuracy



Table 1: Verification results (%) on FIW dataset for Dual FaceNet classifier using 5-fold configuration (no family overlapped
between folds).
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siblings parent-child grandparent-grandchild
# | Method Avg
ss bb sibs fd fs md ms gfgd gfgs gmgd gmegs
1. | DFaceNet-FC512-A10 74.8 | 69.0 70.3 68.8 | 68.1 | 71.8 | 70.2 62.0 62.9 62.8 64.3 67.78
2. | DFaceNet-FC1K-A10 74.8 | 68.7 70.4 69.0 | 71.9| 70.3 | 68.0 62.0 62.7 61.3 64.5 67.65
3. | DFaceNet-FC2K-A10 75.3 | 69.5 | 70.4 | 69.1| 684 | 72.4| 70.6 61.9 61.8 61.2 64.1 67.75

Table 2: Verification results (%) on FIW dataset for Dual FaceNet with family-aware features and channel-based attention
network using 5-fold configuration (no family overlapped between folds).

4 | Method siblings parent-child grandparent-grandchild Avg
ss bb sibs fd fs md ms gfgd gfgs gmgd gmegs
1. | DFaceNet-FC512-CAtt 75.0 | 69.4 70.4 68.9 | 68.0 | 71.6 | 70.4 63.3 61.5 62.9 63.8 67.80
2. | DFaceNet-FC1K-CAtt 75.5 | 69.8 70.5 69.4 | 68.1 | 72.0 | 70.7 62.6 62.1 63.1 64.2 68.05
3. | DFaceNet-FC2K-CAtt 75.7 | 69.6 70.6 69.2 | 68.2 | 72.1 | 70.4 62.6 61.5 62.1 63.7 67.85
4. | DFaceNet-FC512-CL-CAtt 75.7 | 69.9 71.2 69.0 | 68.4 | 71.9 | 70.3 62.2 62.9 62.1 63.9 67.98
5. | Ensemble 1 4 4 75.9 | 70.0 71.2 69.5 | 68.7 | 724 | 71.0 63.4 63.0 62.9 63.7 68.38
6. | Ensemble 2 + 4 76.1 | 70.3 71.3 69.8 | 68.8 | 72.7 | 71.3 63.0 62.6 63.5 64.0 68.55
7. | Ensemble 1 4+ 2 + 4 76.0 | 70.3 | 714 69.9 | 69.0 | 72.8 | 714 63.2 62.5 63.4 64.0 68.59
8. | Ensemble All 76.2 | 70.3 | 71.5 70.1| 69.0| 73.0| 71.5 63.4 62.7 63.5 64.4 68.73

226
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Figure 5: Examples of the correct classification (left) and incorrect classification
(right) on sister kinship relationship using same person pair.

ranged from 62% to 64%. The highest accuracy appears on sister and mother-
daughter kinship type, which may be supported by the fact that sister and mother-
daughter may like the same favourite makeup style and may contribute to the
training process.

We take a quick analysis for the sister kinship relationship category, and Figure
5 shows the pair that correctly classify (left side) and incorrectly classify (right
side). Three different factors affected the classification process; the first one is the
makeup used in the photo (Figure 5-(a)), large-age difference (Figure 5-(b)), and
color (Figure 5-(c)). We believe that those three factors also affected other kinship
relationship categories. That is why the sister kinship relationship type achieved
the highest average accuracy compared with other types of kinship.

To further improve the classifier’s performance, we also conducted the testing
process using four ensemble configurations, as shown in Table 2. As shown in Table
2, the ensemble configuration can improve the classifier’s performance by around
0.5-0.8% compared with the single classifier configuration. As predicted, the second
generation kinship relationship categories still produce the lowest average accuracy.
Still, it is relatively higher compared with the single classifier results except for
the grand mother-grand son kinship category. The best average accuracy of the
ensemble classifier is 68.73% using Ensemble All (four of the DFaceNet classifiers).

Figure 6 shows the ROC curve plot of eleven kinship relationship categories
from three different classifiers, the DFaceNet-FC512 classifier, DFaceNet-FC1K-
CAtt classifier, and Ensemble All configuration. The AUC score is also included in
the graph to provided insight information regarding the classifier. As shown in Fig-
ure 6, the ensemble configuration provides around 0.01 increase on the AUC score.
The ROC curve of second-generation kinship relationship categories is not smooth
with a lot of jigsaw-like lines, especially on grand father-grand daughter kinship.
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Figure 6: ROC curve of three different classifiers, the DFaceNet-FC512, DFaceNet-
FC1K-CAtt, and Ensemble All, for 5-folds split configuration on FIW dataset.
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Table 3: Comparison of our proposed classifier with several other methods on 5-
folds FIW dataset.

Siblings | Parent | Grand Avg.

No. | Method
Child | Grand All
1. SphereFace [35] 73.15 69.76 65.60 | 69.18
2. SDMLoss [49] 74.11 69.08 64.22 68.68
3. DML [50] 75.27 70.05 65.89 68.79
4. Dual VGG-Face [34] 69.43 66.65 61.37 | 65.49
5. FA-CNN [33] 73.64 71.12 62.93 68.84
6. Our method 72.68 70.94 63.53 | 68.73

The AUC (area under the curve) on the ROC curve shows that the worst perfor-
mance occurs in the grand father-grand daughter class and the best performance
is occurs in the sister class.

Comparison with state-of-the-art (SOTA). We listed several different
other methods that use 5-folds FIW dataset. In the early FIW dataset, the 5-
folds configuration consists of only nine instead of eleven kinship categories [50].
Although Wang et al. [50] use different 5-folds configurations, we still included the
results for information preservation because we cannot recreate the experiments
due to no available information regarding the split configuration. Table 3 shows
the comparison between our proposed classifier with several other methods on the
5-folds FIW dataset. We also include the average accuracy of each generation
(siblings, parent-child, and grand parent-grand child) to provide more information
regarding the classifier’s performance on different generations.

4.3.3 RFIW’17

We use the RFTW2017 challenge split configurations to perform similar experiments
as in the 5-folds experiments to make more comparisons. We use the same hyperpa-
rameter and epoch to perform the training process and tested using the validation
dataset only because submission to the challenge website is already closed by the
organizer. Table 4 shows the results of our proposed classifier on the RFIW’17

IThe 5-folds dataset is different with nine kinship relationship categories instead of eleven.



Table 4: Verification results (%) on RFIW’17 validation dataset for Dual FaceNet with family-aware features and channel-

= based attention network.
g
:1% 4 | Method siblings parent-child Ave
.bm ss bb sibs fd fs md ms
DnM 1. DFaceNet-FC512-CAtt 75.5 73.4 72.5 67.5 | 67.7 | 70.8 | 70.3 | 71.16
2. DFaceNet-FC1K-CAtt 77.9 71.6 71.9 67.6 | 67.9 | 70.6 | 70.6 71.20
3. DFaceNet-FC2K-CAtt 76.0 72.1 71.6 67.6 | 68.0 | 70.6 | 69.8 | 70.86
4. DFaceNet-FC512-CL-CAtt 76.4 70.9 70.9 66.7 | 67.3 | 69.9 | 68.6 | 70.15
5. Ensemble 1 4 4 76.4 73.5 73.0 68.2 | 68.3 | 71.2 | 70.8 | T71.68
6. Ensemble 2 + 4 78.3 | 72.6 72.2 68.3 | 68.5 | 70.8 | 70.7 | 71.66
7. Ensemble 1 + 2 + 4 77.6 73.7 73.3 68.5 | 68.7 | 71.5 | 71.5 | 72.17
8. Ensemble All 77.5 73.9 73.5 69.1| 69.2| 71.8| 71.7| 72.44
Table 5: Verification results (%) on RFIW’18 validation dataset for Dual FaceNet with family-aware features and channel-
based attention network.
4 | Method siblings parent-child grandparent-grandchild Avg
ss bb sibs fd fs md ms gfed gfgs gmgd gmgs
1. DFaceNet-FC512-CAtt 72.3 75.7 76.3 68.8 | 67.9 | 704 | 71.1 55.2 62.9 59.0 59.3 67.22
2. DFaceNet-FC1K-CAtt 73.2 76.2 76.6 68.8 | 68.5 | 704 | 7T1.1 53.4 64.4 58.7 59.8 67,42
3. DFaceNet-FC2K-CAtt 72.8 | 76.5 77.4 69.3 | 68.8 | 70.7 | 71.6 54.9 65.5 57.6 59.2 67.69
4. DFaceNet-FC512-CL-CAtt 72.9 76.0 76.9 68.6 | 68.2 | 70.2 | 71.0 56.0 63.5 58.5 59.2 67.41
5. | Ensemble 1 + 4 732 | 762 | 775 | 69.4 | 685 | 711 | 71.8 | 556 63.7 57.9 59.8 | 67.73
6. | Ensemble 2 + 4 73.6 | 763 | 774 | 69.3 | 68.9 | 71.0 | 71.7 | 54.9 64.4 59.1 59.4 | 67.84
- 7. | Ensemble 1 + 2 + 4 73.6 | 76.3 | 774 | 69.7 | 68.9 | 71.3 | 72.0 | 548 64.7 58.6 59.8 | 67.96
% 8. Ensemble All 73.5 76.4 77.8 69.8| 69.1| 71.4| 72.2 55.3 64.4 58.3 59.8 68.05
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dataset. As shown in Table 4, the best performance of single classifier configura-
tion is achieved using the DFaceNet-FC1K-CAtt classifier with an average accuracy
of 71.20%. The ensemble configuration is improved by around 0.5-1.0%, and the
best performance is achieved using Ensemble All classifier with an average accuracy
of 72.44%.

Same with previous experiments, we also plot the ROC curve of each kinship
relationship category. Figure 7 shows the ROC curve of three different classifier con-
figurations, including DFaceNet-FC512-CAtt, DFaceNet-FC1K-CAtt, Ensemble-1-
2-4, and Ensemble All. As shown in Figure 7, the ROC analysis shows that our
proposed classifier performs well with an AUC score of more than 80% except
for the father-son and father-daughter kinship relationship. The same AUC score
improvement of 0.01 as in the 5-folds experiments also occurs in the RFIW’17
experiments.

Table 6 shows the comparison of our proposed classifier with other methods
on the RFIW’17 dataset. Unfortunately, we can also provide the accuracy on the
validation set instead of the testing set because the organizer already close the
submission server, and we don’t have any annotation on the testing set. As shown
in Table 6, our proposed classifier is comparable with other methods. We are
aware that our proposed classifier does not produce the highest accuracy. Still, in

Table 6: Comparison of our proposed classifier with several other methods on
RFIW’17 dataset (average accuracy of each category.

Siblings | Parent Avg.

No. | Method
Child All
1. KinNet [21] 75.07 74.68 74.85
2. AdvNet [11] 73.00 68.46 70.41
3. LPQ-SIEDA [18] 54.53 55.01 54.81
4. Multi-Set Learning [7] 63.68 62.66 63.10
5. Parallel SPCNN [32] 62.01 60.81 61.33
6. FA-CNN [33] 74.52 70.79 72.39
7. | Our method? 75.02 70.50 72.44

2The average accuracy is based on validation set instead of testing set
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our understanding, the KinNet approaches [21] use a deeper and bigger classifier,
which is natural will have more accuracy than our approaches.
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Figure 7: ROC curve of three different classifiers, the DFaceNet-FC512-CAtt,
DFaceNet-FC1K-CAtt, Ensemble-1-2-4, and Ensemble All, for the RFIW’17

dataset.
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4.3.4 RFIW’18

The last experiment is conducted using the RFIW’18 dataset. The RFIW’18
dataset is a subset of the FIW dataset used for the RFIW challenge 2018 and
consists of the same number of kinship relationships as the 5-folds configuration.
Same as the previous experiments, the same hyperparameter values were used to
perform the experiments. Table 5 shows the results of the experiments using four
different single classifiers along with four ensemble configurations. As shown in
Table 5, the best single classifier performance is achieved using DFaceNet-FC2K-
CAtt with an average accuracy of 67.69%. By using ensemble configuration, the
classifier’s performance is slightly improved by around 0.5%, with the best average
accuracy of 68.05%. As we expected, the worst performance of the proposed classi-
fier is on second generation relationship categories which also occurs in the previous
experiments. The difference between RFIW’18 with two previous experiments is
that the best performance is not occurring in the sister kinship category but in
siblings kinship. We believe that those phenomena occur because the dataset’s face
images composition may consist of more face pairs with large-gap age.

Figure 8 shows the ROC curve of three different proposed classifiers, including
DFaceNet-FC512-CL-CAtt, DFaceNet-FC2K-CAtt, and Ensemble-All. As shown
in Figure 8, all classifier configurations do not perform well on the grand father-
grand daughter and grand mother-grand daughter category. Same as in the 5-
folds experiments, the best performance occurs in the same generation kinship
relationships. According to Figure 8, the ensemble configuration can improve the
AUC score by around 0.01 on all kinship relationship categories.

Table 7 shows the comparison of our proposed classifier with other methods

Table 7: Comparison of our proposed classifier with several other methods on
RFIW’18 dataset (average accuracy of each category.

Siblings | Parent | Grand Avg.
No. | Method

Child | Grand All

1. Group #1 [6] 71.67 70.61 63.17 68.20
2. Group #2 67.53 62.82 58.38 62.44
3. Group #3 66.75 62.65 58.87 62.40
5. FA-CNN [33] 70.34 68.54 62.83 66.96

6. Our method 70.71 69.51 61.62 | 66.97
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Figure 8: ROC curve of three different classifiers, the DFaceNet-FC512-CL-CAtt,
DFaceNet-FC2K-CAtt, and Ensemble All, for RFIW’18 dataset.
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on the RFIW’18 dataset. We took the three top participants with the highest
performance on the RFIW’18 competition. Unfortunately, the method used by
Group #2 and #3 is not published yet. As shown in Table 7, our proposed clas-
sifier can achieve an average accuracy of 66.97% and ranked the second-highest
performance on the RFIW’18 dataset. Compared with the FA-CNN classifier, the
proposed classifier produces a similar performance. Still, the performance per gen-
eration shows that the pyramid attention network can improve the performance on
same and first-generation kinship relationships while decreasing the performance
on second-generation kinship relationships.

5 Conclusion

We present our proposed classifier that combined FaceNet CNN architecture origi-
nally used for face recognition with pyramid attention network to solve the kinship
verification problem. Our proposed classifier was formed by parallelling the FaceNet
CNN architecture and adding family-aware features and a pyramid attention net-
work. The final features were constructed by combining pyramid attention features
and family-aware features and fed the features into three fully connected layers to
perform the verification tasks. Experiments on three different subsets of the FIW
dataset show that the proposed classifier can achieve good accuracy and is compa-
rable with the state-of-the-art classifier on the FIW dataset. The proposed classifier
achieves an average accuracy of 69.73% on the 5-folds RFIW dataset, 72.44% on
the RFIW’17 dataset, and 66.97% on the RFIW’18 dataset.

For further study, experiments using several different CNN architectures (in-
cluding non-face recognition architecture) with pyramid attention networks are
demanding to show which CNN architectures perform best for image-based kinship
verification. The second-generation kinship type may need to be solitary exper-
imented due to lower facial features matched between the pair. Other concerns
worth analyzing are the relation between each region of the face for kinship verifi-
cation problems (e.g., eyes, lips, nose, etc.).
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